ABSTRACT

Rack-scale computers comprise hundreds of micro-servers connected to internal storage and memory through an internal network. However, their density and disaggregated nature pose a problem for existing packet-switched networks: they are too costly, draw too much power, and the network latency is too high for converged traffic (comprising IP, storage, and memory traffic). We propose Shoal, a rack-scale network that tightly integrates a circuit-switched physical fabric with the nodes’ network stack to efficiently support converged traffic. Shoal’s fabric comprises circuit switches with no buffers, no arbitration, and no packet inspection mechanism. Micro-servers transmit according to a static schedule such that there is no in-network contention. Shoal’s congestion control leverages the physical fabric to achieve fairness, losslessness, and both bounded worst-case throughput and queuing. We use an FPGA-based prototype and simulations to illustrate Shoal’s mechanisms are practical and achieve low latency within the rack at low cost and power.

1. INTRODUCTION

Rack-scale computers have the potential to replace servers as the basic unit of deployment in large-scale. They comprise hundreds of micro-servers, connected to storage and memory through an internal network, within a single enclosure. The micro-servers (or rack nodes) are built as single-die SoCs (systems-on-chip), which yields power and performance gains and allows many nodes to be packed into the same rack [11,24,30]. Several rack-scale computer designs have been proposed, including commercial products [22,32,53,61,69] and research platforms [6,7,12,34,38,65]. Their density and disaggregated nature, however, pose the following challenges for the network.

First, a typical rack is expected to house $10 \times$ the nodes in today’s racks. These nodes can be connected through off-the-shelf chassis switches with hundreds of ports [54,63]. However, such a switch would occupy more than half a rack and consume more than a quarter of the rack’s total power budget, not to mention its very high cost ($\S2$). This has prompted custom designs for rack-scale networks, typically involving direct-connect topologies whereby each node is connected to a few other rack nodes. However, this requires many NICs per node, and routing traffic across multiple rack nodes hurts network throughput and latency ($\S7$) and complicates routing and congestion control ($\S1$).

Second, unlike traditional servers where CPUs, memory, and storage are all packed onto a motherboard, resources inside a rack may be disaggregated and, hence, accessed across the network [16,17]. This necessitates a “converged network” that, apart from IP traffic, also carries traffic to remote storage and non-volatile memory. The network thus needs to offer very low latency; around $100 \mu s$ for storage traffic and $10 \mu s$ for non-volatile memory [43]. Furthermore, storage and memory protocols rely on lossless delivery, and their performance falls sharply in the face of packet losses [48].

Today’s network designs are unable to cope with these challenges due to their packet switched nature. Packet switching necessitates buffers and arbitration at each switch, which are major contributors to the switch’s chip area [29]. In datacenters and WANs, this is a small price to pay for having an asynchronous, loosely coupled network whereby the network core can evolve independent of the servers’ network stack. These properties are, however, not as critical for rack-scale networks as they can be synchronized and are co-designed with the rack nodes, while the drawbacks of packet switching are very relevant. Increased chip area and hence, high switch power and cost makes it hard to accommodate high density. Loose coupling makes it hard to achieve low latency. Indeed, recent proposals for low latency in datacenter networks [32,48] rely on a tighter coupling between the network and servers through mechanisms like priority-based flow control (PFC).

In this paper, we argue that circuit switches are better suited to high-density, disaggregated racks because they have no buffers, no arbitration and no packet inspection mechanisms. As a result, they are an order of magnitude cheaper and power efficient than an equivalent packet switch ($\S2$) and once configured, impose very little latency. We thus propose Shoal, a rack-scale network that tightly couples a circuit-switched physical fabric with the network stack at rack nodes to provide low latency connectivity at low cost. Using circuit switches, however, poses two challenges.

First, it requires that we schedule the fabric, i.e., configure the appropriate circuits. Unlike past solutions that use
a central entity to reconfigure circuits based on traffic patterns [10,21,37]. Shoal reconfigures the fabric using a static schedule that connects each pair of nodes at an equal rate. To accommodate dynamic traffic patterns atop such a static schedule, traffic from each node is uniformly distributed across all rack nodes which then forward it to the destination; a form of detour routing. Such coordination-free scheduling, first proposed by Chang et al. [9] as an extension of Valiant’s method [44], obviates the complexity and latency associated with centralized schedulers while guaranteeing the worst-case throughput across any traffic pattern [9].

Such scheduling, however, requires that all nodes are connected through a single circuit switch. To achieve this, Shoal’s fabric comprises many low port-count electrical circuit switches connected in a Clos topology. When reconfigured synchronously, the switches operate like a single rack-wide circuit switch. Furthermore, we decompose the static, equal-rate schedule for the fabric into static schedules for the constituent switches. The use of detouring, however, means that such scheduling imposes a throughput overhead. We compensate for this simply by using more (cheap) switches in our fabric and equipping nodes with higher bandwidth NICs while maintaining lower cost.

Second, achieving low latency across a circuit-switched fabric requires both fast switching and efficient congestion control. The fabric switching latency is dictated by the reconfiguration time of the circuit switches and by the granularity of time synchronization. We leverage recent advancements in electrical circuit switches that, unlike commercial optical circuit switches, offer very fast reconfigurability. For example, commercial circuit switch ASICs can be reconfigured in 2 ns [64] while our prototype FPGA-based circuit switch can be reconfigured in <6.4 ns. We also show that nanosecond-granularity time synchronization can be achieved at rack-scale using existing techniques (§3.4).

Congestion control atop Shoal’s fabric is hard due to high multi-pathing—traffic between a pair of nodes is routed through all rack nodes. Shoal leverages the fact that the fabric directly connects each pairs of nodes at regular intervals to achieve an efficient realization of backpressure-based congestion control. Specifically, each source node receives explicit feedback about the queue size at intermediate nodes and computes the fair sending rates for its flows. The tight coupling of congestion control to the fabric allows us to achieve a bound on the queue size at each node. Rack nodes can thus be provisioned to ensure that, in the absence of failures, the network is lossless. Furthermore, our backpressure-based mechanism is amenable to hardware implementation.

Overall, this paper makes the following contributions:

- We present a rack-scale network architecture that couples circuit switches with the servers’ network stack to provide low-latency connectivity at low cost and power.
- We design a fabric that uses low port-count circuit switches to offer the abstraction of a rack-wide circuit switch. We also scale the coordination-free scheduling technique to operate across the fabric.
- We devise a simple congestion control mechanism that leverages the equal rate connectivity provided by Shoal’s fabric to achieve fair allocation, bounded queuing, and a lossless network.
- We demonstrate that our FPGA-based prototype can achieve low-latency switching. We also use it to show that our scheduling and congestion control mechanisms can be efficiently implemented in hardware.

Through a four-node FPGA-based testbed, we show that our implementation achieves both high throughput and bounded queuing. Using a cross-validated simulator, we show that these properties hold at scale too. Across datacenter-like workloads, Shoal improves the throughput and latency up to a factor of 2 and 7.5 respectively, as compared to a packet-switched network using TCP. To compensate for the throughput impact of detouring packets, Shoal equips nodes with 2× bandwidth, yet its resulting cost can be more than 50% lower than a packet-switched network.

2. MOTIVATION

The density of rack-scale computers, coupled with the disaggregation of processing, memory, and storage inside the rack, poses new challenges for their internal network. We begin by considering how conventional datacenter networks could be adapted for rack-scale computers and the shortcomings of such an approach.

Strawman designs. Chassis switches with hundreds of ports, often used at higher levels of a datacenter’s network hierarchy, could connect all rack nodes but at significant cost, power, and space. For example, the Cisco Nexus 7700 switch can support 768 ports at 10 Gbps (only 192 at 100 Gbps). Yet, it consumes 4 KW power and occupies 26 RU [54], which is 26% and 54% of the rack’s power and space budget respectively. A rack’s total power has a hard limit of around 15 KW due to constraints on power supply density, rack cooling and heat dissipation [49].

We also considered a custom solution involving commodity switches. The current generation of top of rack switches support 64 ports at 50 Gbps [71]. Connecting 512 nodes in a rack-scale computer through a non-blocking network with 50 Gbps per node would require 24 such switches connected in a two-stage Clos topology. The power consumption of the network would be around 3 KW and the total network would cost $1.17 M (see §6).

Packet vs. circuit switching. The high power and cost of these strawman designs is rooted in the packet switched nature of the network. Packet switches need to inspect incoming packets, buffer them, and arbitrate traffic across ports. While numbers for commercial switches are hard to obtain, in network-on-chip (NoC) designs, the logic for these mechanisms can consume over 90% of the chip area and 33% of the total energy [29,35].
On the positive front, packet switching allows the network core to be loosely coupled with the servers’ network stack. Traditionally, this has been a good trade-off—the increased cost and power of switches is justified given that loose coupling has allowed the core network technologies to evolve independent of the servers’ network stack. This also makes it easier for servers to work around in-network failures and allows the network to be asynchronous. These positives, however, do not hold up inside a rack. The physical size of a rack means that achieving rack-wide synchronization is feasible. Furthermore, a lot of the density and cost benefits of rack-scale computers come from the co-design of servers and the network, so independent evolution is not critical. Finally, since the rack is deployed and upgraded as a unit, the failure modes are different from traditional networks.

Instead, we argue that a circuit-switched network offers a different set of trade-offs that are more suited to rack-scale computers. Compared to an equivalent packet switch, today’s circuit switches are $25 \times$ cheaper and draw $4 \times$ less power due to the lack of buffers and arbitration [9]. Thus, they can better accommodate higher density. Circuit switching does necessitate a tightly coupled network whereby all rack nodes need to be synchronized and all traffic needs to be explicitly scheduled. While these are hard challenges, we show that they are manageable in a rack-scale setting and the resulting benefits are significant. For example, instead of sharing the network through TCP-like mechanisms that rely on implicit signals like packet loss, it allows for explicit congestion control mechanisms that are more amenable to meeting stringent performance requirements.

Motivated by these observations, in this paper, we investigate the feasibility of a circuit-switched network for high-density and disaggregated racks that can be built using commercially available components.

3. DESIGN

Shoal is a rack-scale network architecture. It comprises a network stack at the rack nodes which is tightly coupled with a circuit-switched physical fabric.

3.1 Design overview

Shoal’s architecture is shown in Fig. 1. Each rack node is equipped with a network interface connecting it to the Shoal fabric. The fabric comprises a hierarchical collection of smaller circuit switches that are reconfigured synchronously. Hence, the fabric operates like a single, giant circuit switch (§3.2). The use of a circuit switched fabric means that we need to schedule it. One possible approach is to schedule it on-demand, i.e., connect nodes depending on the rack’s traffic matrix. However, such on-demand scheduling requires complicated scheduling algorithms and demand estimation, and may make it hard to meet low-latency constraints.

Instead, Shoal uses coordination-free scheduling [9]. Specifically, each circuit switch forwards fixed-sized packets or “cells” between its ports based on a pre-defined “schedule.” These per-switch schedules, when taken together, yield a schedule for the fabric which dictates when different node pairs are connected to each other. A key insight here is that the periodic connection of nodes in a rack by the fabric allows for an efficient realization of backpressure-based congestion control. Specifically, one of the main challenges in implementing backpressure style mechanisms over multi-hop networks is instability for dynamic traffic patterns [23]. In Shoal, we restrict the backpressure mechanism to be a single hop only, avoiding the instability issue altogether while benefiting from the fact that such mechanisms allow for efficient hardware implementation.

In this paper, we focus on intra-rack connectivity. A key open question is the external connectivity of a Shoal rack. Existing rack designs typically use a few rack nodes as gateways which could also be adapted for Shoal. A more promising yet challenging option is to amend our design to explicitly accommodate multiple inter-connected Shoal racks. We leave an exploration of this avenue for future work.

3.2 Shoal fabric

Shoal uses a pre-defined, static schedule to reconfigure the fabric such that the rack nodes are connected at an equal rate. Fig. 2 shows an example schedule for a rack with $N = 8$ nodes. Thus, in a rack with $N$ nodes, each pair of nodes is directly connected by the fabric once every $N - 1$ time slots, where a slot refers to the cell transmission time.

However, constructing a monolithic switch with hundreds of high-bandwidth ports is intractable due to chip manu-
3.3 Shoal network stack

Shoal’s network stack spreads a node’s traffic uniformly across the rack to ensure guaranteed network throughput, and implements a congestion control technique that ensures bounded network queuing. We explain these below.

3.3.1 Data plane

Rack nodes send and receive fixed-sized cells. Packets received from applications are thus fragmented into cells at the source node and reassembled at the destination. Each cell has a header that contains the corresponding packet’s destination and other control information.

Cells sourced by a node, irrespective of their destination, are sent to the next node the source is connected to. This uniformly spreads traffic across all other rack nodes. Each node has a set of FIFO queues, one for every node in the rack. Cells arriving at an intermediate node are put into the queue corresponding to their final destination. This act of putting cells into the appropriate queue is what actually achieves the “switching” function. It also ensures traffic is forwarded through at most one intermediate node. These queues are served according to the node’s transmission schedule.

We highlight two key aspects of this simple design. First, uniformly distributing traffic is perfectly suited to the equal rate connectivity provided by the Shoal fabric. This guarantees the worst-case throughput across any traffic pattern—Shoal’s network throughput can be at most 2× worse than that achieved by a hypothetical, rack-wide ideal packet switch. To compensate for this throughput reduction due to detouring, we double the aggregate bisection bandwidth of the fabric. The low cost of our circuit switches makes this a good trade-off: as we show in §6, the cost of the resulting network is still estimated to be much lower than the cost of a traditional packet-switched network (with half the bandwidth for each node’s uplink).

Second, when the fabric’s schedule connects node $i$ to node $j$, the former always transmits a cell; if the queue destined to node $j$ is non-empty, the cell at the head of the queue is transmitted, else an empty cell is transmitted. This ensures that each node periodically receives a cell from every other rack node, which, in turn, enables implementing both an efficient backpressure-based congestion control (§3.3.2) and also a simple mechanism for detecting failures (§3.5).

3.3.2 Congestion control

Each node sending traffic computes the appropriate rate for its traffic to avoid congesting the network. In this section, we begin with a discussion of the network topology resulting from the periodic reconfiguration of the Shoal fabric and its implications for congestion control, followed by a detailed discussion of our design.

High Multi-pathing. The periodic reconfiguration of Shoal’s fabric means that the entire network can be seen as a complete mesh with virtual links between each pair of nodes. For example, consider a rack with 8 nodes whose schedule is shown in Fig. 3. Since each node is connected to every node 1/7th of the time, the network provides the illusion of a complete mesh with virtual links whose capacity is 1/7th
of each node’s total network bandwidth.

Shoal’s load balancing means that each node’s traffic is routed through all the rack nodes on their way to their destination, resulting in very high multi-pathing. In contrast, the TCP suite of protocols, including protocols tailored for datacenters [3][48], as well as recently proposed protocols for RDMA networks [32][48] only use a single path. Even multi-path extensions like MPTCP [40] target scenarios with few tens of paths, which is an order of magnitude less than the number of paths used by traffic in our fabric.

**Design insights.** Shoal’s congestion control design is based on three key insights. First, we leverage the fact that the fabric in an $N$-node rack directly connects each pair of nodes once every $N-1$ time slots. We refer to this interval as an epoch. This means that, when the queues at an intermediate node grow, it can send a timely backpressure signal to the sender. As we detail below, the periodic nature of this signal coupled with careful design of how a sender reacts to it allows us to bound the queue size across rack nodes.

Second, achieving per-flow fairness with backpressure mechanisms is challenging [48], especially in multi-path scenarios. In Shoal, a flow refers to all packets being exchanged between a pair of nodes. For network traffic, this includes all transport connections between the nodes. For storage traffic, this includes all IO between them. Each flow comprises $N-1$ flowlets, one corresponding to each intermediate node. Shoal achieves max-min fairness across flows by leveraging the fact that each flow comprises an equal number of flowlets that are routed uniformly across a symmetric network topology, so we can achieve per-flow fairness by ensuring per-flowlet fairness. We thus treat each flowlet independently and aim to determine their fair sending rates.

Finally, each flowlet traverses two virtual links, either of which can be the bottleneck. For e.g., a flowlet $i \rightarrow j \rightarrow k$ can either be bottlenecked at the virtual link between nodes $i$ and $j$, or between nodes $j$ and $k$. We use the length of the queue $i \rightarrow j$, i.e., the queue at node $i$ for cells destined to node $j$, as an indication of the load on the virtual link between nodes $i$ and $j$. Note that the node sourcing the traffic, node $i$, can observe the size of the local queue $i \rightarrow j$. It, however, also needs to obtain information about the size of the remote queue $j \rightarrow k$ that resides at node $j$.

**Congestion control mechanism.** We use a flowlet from source $i$ to destination $k$ through intermediate node $j$, $i \rightarrow j \rightarrow k$, as a running example to explain Shoal’s congestion control. When node $i$ sends a cell to node $j$, it records the flowlet that the cell belongs to. Similarly, when node $j$ receives the cell, it records the index $k$ of the queue that the cell is added to. The next time node $j$ is connected to node $i$, it embeds the current length of queue $k$ into the cell header.

Each pair of nodes in the rack exchange a cell every epoch, even if there is no actual traffic to be sent. Thus, when node $i$ sends a cell to node $j$, it gets feedback regarding the relevant queue at $j$ within the next epoch. Let us assume that node $i$ receives this feedback at time $T$. At time $t$, it knows the instantaneous length of its local queue to node $j$, $L(t)$, and a sample of the length of the remote queue between nodes $j$ and $k$, $R(T)$. The max-min fair sending rate for a flowlet is governed by the most bottlenecked link on its path, i.e., the link with the maximum queuing. As a result, the next packet for this flowlet should only be sent after both the queues have had time to drain, i.e., at least, $\max(L(T), R(T))$ epochs have passed since the feedback was received.

To achieve this, node $i$ releases a cell for this flowlet into its local queue $j$ only when the current length of the local queue, after accounting for the time since the last feedback, exceeds the size of the remote queue. Specifically, a cell is released at time $t$ when the following condition holds:

$$L(t) + (t - T) \geq R(T)$$

(1)

Shoal’s congestion control technique maintains the invariant that any flowlet has at most one cell each in both the local queue at its source and the remote queue at its intermediate hop. To explain how this is achieved, we consider the local queue first. A flowlet is allowed to release a new cell into the local queue only after the previous cell has been sent to the intermediate node and feedback about the remote queue has been received. This ensures that the local queue can have at most one cell for the flowlet. As for the remote queue, let us assume that the remote queue already had a cell belonging to the flowlet when the source received feedback about the queue size. Thus, the source will only transmit the next packet for this flowlet after the remote queue has been drained. While the remote queue may receive other cells in the meanwhile, the fact that it is serviced in a FIFO order ensures that the flowlet’s previous cell is guaranteed to be sent to the destination before the source transmits the next cell towards the intermediate node.

When a new flow starts, there is no information about the remote queues for any of its flowlets. The flow is allowed to send one cell for each flowlet, thus a total of $N - 1$ cells, before any rate limiting. However, as soon as all flowlets have sent one cell each, the sender gets the feedback about the queues at all intermediate nodes and hence, all flowlets are rate limited according to the mechanism described above.

**Queue length guarantee.** The invariant that each flowlet can have at most one cell queued at both the source and at the intermediate node ensures that Shoal’s congestion control mechanism provides a guarantee for the maximum queuing at rack nodes. Consider the queue at node $i$ towards node $j$. This queue can contain at most a cell for all flowlets and hence, all flows that originate at node $i$, and at most a cell for all flowlets and hence, all flows that have node $j$ as their final destination. Node $i$ can source at most $N-1$ flows while node $j$ can be the destination for at most $N-2$ other flows (the flow from $i$ to $j$ is counted in the first set), so the maximum size of each queue is $(N - 1) + (N - 2) = 2N - 3$.

This queue bound is very useful for several reasons: (i) It bounds the maximum buffer needed at each node’s network interface in order to ensure that cells are never dropped and hence, the network is lossless. In a rack with 512 nodes and
256 B cells, each queue can grow to at most 260 KB. Since each node has 511 queues, the maximum buffering needed at each node is 133.6 MB. Moreover, buffers can be very efficiently distributed between fast and slower memory, with only a small fraction of buffering needed in the fast memory. This is a consequence of our design where we access a buffer only once every epoch. In particular if the access latency of slower memory is less than an epoch, we only need to buffer $N-1$ cells in the fast memory, one cell per destination. Using the example above, this leads to a fast memory buffer size of just 128 KB. (ii) Next, it bounds the amount of bits required to encode the size of the queue in each cell’s header; we only need $\log(2N-3)$ bits. For a 512-node rack, this leads to 10 bits for the queue size feedback. (iii) Finally, it bounds the maximum size of the reassembly buffer needed when reassembling cells into packets.

3.4 Shoal slots and guard band

Shoal operates in a time slotted fashion. Slots are separated by a “guard band” during which the switches are reconfigured. The guard band also accounts for any errors in rack synchronization. We start by explaining these factors.

**Circuit switch reconfiguration.** Shoal uses electrical circuit switches that allow for rapid reconfiguration. Commercial circuit switches [64] can be reconfigured in 2 ns while a typical circuit switch—when a node sends a cell to every other node in the rack, even with a guard band—requires no latency overhead but requires very fast CDR circuitry at the receiver [41] in order to achieve a reasonable guard band.

**Time synchronization.** Shoal’s slotted operation requires that all rack nodes and switches are time synchronized, i.e., they agree on when a slot begins and ends. Synchronizing large networks is hard, primarily because of high propagation delay and the variability in it. In contrast, fine-grained rack-wide synchronization is tractable due to their size—i.e., a typical rack is only a few meters high which means that, with a signal propagation delay of 5 ns/m, the maximum propagation latency across a rack is about 10-15 ns. Furthermore, the rack can be constructed with tight tolerances to aid synchronization. For example, if all links are the same length with a tolerance of ±5 cm, it ensures that propagation delay varies by a maximum of 0.5 ns. Small physical distance also mitigates the impact of temperature variations that could result in variable signal propagation delay.

Shoal leverages the WhiteRabbit synchronization technique [27,31,33] to achieve synchronization with bit-level precision. The main idea is to couple frequency synchronization with a time synchronization protocol like PTP [59] or DTP [28]. Frequency synchronization is achieved by distributing the clock from a rack node, designated as the clock master, to all other nodes and switches. The clock can be distributed explicitly, or implicitly through Synchronized Ethernet (SyncE) [62] whereby nodes derive a clock from the data they receive and use this clock for their transmissions.

Overall, the size of the guard band is the sum of the reconfiguration delay and the precision of the synchronization.

Given the guard-band size, the operator can configure the length of each slot to balance the trade-off between network latency and throughput overhead: a smaller slot is better for network latency yet it imposes higher throughput overhead.

3.5 Practical concerns

We now discuss a few practical concerns resulting from Shoal’s design.

**Clock and data recovery (CDR).** A key challenge for any network relying on fast circuit switches is that each node needs to be able to receive traffic from different senders at each timeslot. This requires that, at each timeslot, the incoming bits are sampled appropriately so as to achieve error-free reception. The sampling is done by the Clock and Data Recovery (CDR) circuitry at the receiver and typically takes a few hundred microseconds [41]. However, we note that this is only a problem when using layer 0 circuit switches that operate at the raw physical layer, i.e., when a circuit is established between two ports, the ports are physically connected. Such a switch imposes no latency overhead but requires very fast CDR circuitry at the receiver [41] in order to achieve a reasonable guard band.

Today’s circuit switch ASICs can also operate at layer 1 [64]. Shoal uses such layer 1 circuit switches—when a circuit is established between ports $i \rightarrow j$, the switch retimes data received on port $i$ before sending it to port $j$. With such switches, each link in the network is a point-to-point link and thus, fast CDR is not needed. Each switch, however, does need to be equipped with a small buffer to account for any differences in the clocks associated with ports $i$ and $j$. For Shoal, only a few bits worth of buffering is required since the entire rack is frequency synchronized and the buffer is only needed to absorb any clock jitter.

**Propagation delay.** Even at the scale of a rack, the propagation delay is not negligible as compared to the transmission time of a cell. This means that a cell sent at time slot $t$ will not be received within the same slot at the receiver. More generally, say that the cell is received at slot $t+k$. For the feedback mechanism described in §3.3.2 to work in the face of such propagation delay, there should be at least $k$ slots from the time node $i$ transmits to node $j$ and the time node $j$ transmits to $i$, as $j$ needs to know the destination of the last cell that $i$ sent to $j$. While we omit the details for brevity, we can modify the fabric’s schedule to satisfy this condition for all pairs of rack nodes, as long as $k$ is less than half the number of slots in an epoch.

**Failures.** Shoal needs to cope with failures of nodes, switches and the links connecting them. Tight integration of the nodes’ network stack with the underlying fabric aids fault detection and diagnosis. Specifically, we use the fact that a node sends a cell to every other node in the rack, even if there is no traffic to send, once every epoch. When a node does not receive a cell from another node, it sends an alarm message to the other rack nodes. Given a set of alarms, a node can determine which node, switch or link has failed,
Table 1: Resource consumption for Stratix V FPGAs [70].

<table>
<thead>
<tr>
<th></th>
<th>Logic utilization</th>
<th>Memory utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALMs</td>
<td>Pins</td>
</tr>
<tr>
<td>Shoal NIC</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Shoal Switch</td>
<td>7%</td>
<td>10%</td>
</tr>
</tbody>
</table>

Although it may not always be possible to determine the exact root cause, especially if there are concurrent failures.

Once the failed component has been identified, the transmission schedule of the remaining nodes is updated. For example, when node $i$ fails, all other nodes are told not to transmit at their slot to $i$ and not to expect a cell at their slot from $i$. This allows the schedule of the circuit switches to be completely static but means that a failed node impacts the throughput of the remaining nodes. We study the impact of node failures on rack throughput in §7.3. This also makes it easier to handle the case in which the failed node is eventually replaced as it can just start re-using its original schedule.

If the failed node was the primary clock reference for synchronization, another node needs to take over as the reference and the remaining nodes need to switch to the new reference. This is already supported by the ITU standard for SyncE [62], which includes the ability of holding the current frequency and seamlessly locking to another available reference when failure is detected. If a link or a switch fails, some node(s) may be disconnected from the rest of the rack. However, this is also the case for today’s racks.

### 4. IMPLEMENTATION

In this section, we discuss our FPGA-based implementation of the Shoal’s switch and NIC. We used Bluespec System Verilog [51] (~1,000 LOCs) and the total resource consumption, across Altera Stratix V FPGAs [70], is shown in Table 1. Note that most of the resource consumption comes from the PHY and the MAC IP blocks.

#### 4.1 Switch design

Our circuit switch operates at layer 1, i.e., data traversing the switch is routed through the PHY block at the ingress and egress ports. It forwards cells based on a static schedule, without performing any packet inspection or packet buffering. As shown in the bottom part of Fig. 5, the serial data is received through one of the ingress ports and it goes through the PHY block, which outputs a 72-bit vector. This vector is then forwarded to one of the egress ports. The mapping between the ingress and egress varies at every timeslot according to the static schedule. This is implemented using multiplexers whose control signal is driven by registers storing the clock counter and timeslot. Therefore, the switch reconfiguration latency corresponds to the time required to reconfigure the multiplexers, which is just a few logic gate delays and well below one FPGA clock cycle.

The transmit and receive paths of the switch are located in two separate clock domains: the transmit path is driven by the clock distributed throughout the rack, while the receive path is driven by the clock recovered from the incoming bits. This requires using a synchronization element, Sync FIFO, to move data safely across the two clock domains. In our implementation, Sync FIFO has a latency of four cycles.

Finally, in our implementation, we use the Altera IP 10G PHY blocks, which introduces an additional latency of 45 cycles (20 cycles on the transmit path and 25 cycles on the receive path respectively). In total, the end-to-end latency of our switch is 50 clock cycles. Since our FPGAs are clocked at 156.25 MHz, each clock cycle has a length of 6.4 ns, thus leading to an end-to-end latency of 320 ns. This, however, has no impact on throughput as the design is fully pipelined and, hence, it can operate at line rate as we will show in §5.

#### 4.2 NIC design

Our implementation of the Shoal’s NIC is shown in the top part of Fig. 5. We implemented the forwarding and the congestion-control logic according to the design described in §3.3. Conceptually, Shoal maintains a single FIFO queue for each destination while a local queue, one per destination, (shown as host send buffers in Fig. 5) contains all locally generated cells. In practice, however, this conceptual design is expensive to implement as it requires copying a local cell from the local to FIFO queue. Instead, our implementation leaves all local cells in the local queue and stores a pointer to a scheduled local cell in a separate FIFO queue called pointer queue (not shown in Fig. 5). We have $N - 1$ such queues, one per destination. By maintaining only pointers rather than copying the actual cells, we eliminate the overhead of a redundant memory-to-memory copy that can cause
write content. To maintain the design abstraction of all cells being forwarded via a single FIFO queue per destination, along with the cell pointer, each entry of the pointer queue also includes the time at which the corresponding cell should be sent. At each time slot, if the entry at the top of the pointer queue for the destination indicated by the schedule has a time equal or lower than the current time, the corresponding cell is selected to be forwarded. Otherwise, the top cell from the forwarding queue is selected. If the latter contains no cells, then an empty cell is transmitted.

To implement the backpressure-based mechanism underlying Shoal’s congestion control (§3.3.2), each NIC also maintains two additional data structures. First, it uses an \( (N-1) \times (N-1) \) matrix of registers (shown as rate limiting info store in Fig. 5) to keep track of the feedback received by each intermediate node \( j \) for destination \( k \). The register \( (j,k) \) contains the number of epochs that NIC has to wait before it can send a cell for destination \( k \) to node \( j \). Further, the NIC stores two vectors of size \( N-1 \) to record the last cell sent (received) to (from) each node.

When a cell is received, the NIC first checks its destination address. If this matches the local address, the cell is added to the host receive buffer. Otherwise, it is added to the forwarding FIFO corresponding to the final destination. If, instead, it is an empty cell, the payload is discarded. Next, the NIC extracts the rate limiting feedback from the header and updates the rate limiting value corresponding to the last cell sent to the remote node.

The NIC latency is dominated by the PHY and MAC IP blocks (in total 65 cycles on the transmit path and 73 cycles on receive) with the forwarding and congestion control logic only adding nine cycles on the transmit path and five cycles on the receive path. This illustrates that the additional NIC mechanisms introduced by Shoal impose low overhead.

### 4.3 Slot size and guard band

Our implementation achieves frequency synchronization by distributing a global clock signal to all NICs and switches. It uses DTP [28] to synchronize clock counters. Together, this provides sub-nanosecond synchronization precision. As the switch reconfiguration latency is much smaller than the length of a clock cycle, and all wires are of same length, a guard band of one cycle (6.4 ns) is sufficient.

We select a slot size of 256 B, including 8 B for the cell header—source id (10 bits), destination id (10 bits), flow id (8 bits), sequence number (24 bits), rate limiting feedback (11 bits), and end-of-frame (1 bit). Our FPGA transceivers operate at 10 Gbps, so the total slot length is 35 cycles (224 ns); 32 cycles (204.8 ns) for the 256 B cell plus three cycles (19.2 ns) for Ethernet overhead. The one-cycle guard band thus imposes a 3% overhead.

In our implementation, the total end-to-end latency, including both the NIC and the switch, is 206 cycles, which corresponds to approximately 6 time slots.

In this section, we evaluate our FPGA-based implementation through a small-scale prototype under a range of synthetic workloads. Each experiment ran for ten minutes and we measured the throughput observed at the destination and the maximum queue size per node. We repeated each experiment ten times and report the average value (error bars are omitted as the difference across runs is negligible).

**Setup.** Our testbed comprises three Terasaic DE5-Net boards [55], each equipped with an Altera Stratix V FPGA [70] and four 10 Gbps SFP+ transceiver modules. We use one FPGA board to implement a four-port circuit switch while the two remaining FPGAs are used to implement four NICs (two per FPGA) connected to the four-port switch with two-meter cables. This setup emulates a four-node rack. We connect all three FPGAs to a Dell T720 server and use the PCIe clock signal as the reference clock to the Phase-locked loop (PLL) circuit running on each FPGA. Thus all the local clocks derived from the respective PLL circuits on each FPGA were frequency synchronized.

**Results.** First, we assess the throughput that can be sustained by our implementation for varying cell sizes. We consider a permutation workload with \( N = 4 \) flows, i.e., each node is the source and destination for exactly one flow, and measure the average throughput per node. The results in Fig. 6a show that our system always matches the maximum theoretical throughput. The throughput increases from 7.6 Gbps to 9.7 Gbps as the relative overhead due to Ethernet preamble and guard band decreases with larger cells.

Next, in Fig. 6b, we show performance in terms of destination goodput, measured as the amount of “useful” data (i.e., excluding the cells to forward and the empty ones) received by each node. Along with the throughput results, we also show the results obtained with a packet-level simulator that we developed. We use the simulator in [77] to evaluate the performance of Shoal at scale. Across all sizes, our testbed perfectly matches the performance predicted by the simulator. For the full permutation workload with four flows, the goodput is expected to converge to the theoretical value of ~50% of the interface bandwidth. Interestingly, however, the goodput is significantly lower for small cell sizes, and
it converges towards 50% goodput, 5 Gbps, only for large cell sizes (1,204 bytes). This is primarily an artifact of the small scale of our testbed, which causes the end-to-end transmission latency of a cell (six time slots in our prototype) to be higher than the epoch length (three time slots in our prototype). The problem is that Shoal’s congestion control mechanism prevents a node from sending its next cell to an intermediate node until it has received feedback from it. Therefore, if, like in our testbed, the end-to-end latency spans multiple epochs, the overall goodput suffers as senders cannot fully utilize their outgoing bandwidth. As the cell size increases, the ratio between the end-to-end latency and the epoch length decreases, and this explains why in our testbed the goodput improves with larger cells. In practice, however, even for modest-sized racks, this issue will not occur as the end-to-end latency will be much smaller than the epoch length \((N - 1)\) slots, and can be easily accommodated by modifying the schedule as discussed in §3.5.

Finally, in Fig. 7 we plot the queue size for a permutation workload with different number of flows. With only one flow in the system, the maximum queue occupancy is one cell. When more flows are added to the system, the queues grow up to a maximum of two cells. This is consistent with the queue length analysis in §3.3.2 because each node is sourcing at most one flow and it is receiving at most one.

We also considered an incast workload (omitted for space), in which we randomly selected a different destination per run and varied the number of sources generating a flow to it. In all runs, the destination throughput was always at the peak. The maximum queue size, instead, grew linearly with the number of sources. Again, this matches our expectations as the maximum queue size is equal to the incast degree of the destination.

Overall, across all experiments, the testbed and simulations results are in agreement. This gives us confidence in our large-scale simulations (§7).

6. COST COMPARISON

We now compare the cost of a Shoal network to that of a packet-switched network (PSN) for a 512-node rack.

For a PSN, we consider the Mellanox Spectrum SN2700 switch, which supports 64 ports at 50 Gbps at a cost of $765 per switch port \(\text{[71]}\), 2 W per port, and $200 for the NIC \(\text{[66]}\). Nodes have 50 Gbps links and connecting them using a non-oversubscribed Folded Clos topology requires 24 such switches. For Shoal, we consider a 64x50 Gbps crosspoint switch costing $30 per port and 0.5 W per port \(\text{[30]}\). Since the switch will need additional circuitry to implement Shoal’s schedule and synchronization primitives, we add a 50% overhead to the cost (i.e., 45$ per switch port). Furthermore, to compensate for the throughput overhead of detouring packets, each node is equipped with 100 Gbps links. So the Shoal network has 48 switches. The total power of the Shoal network is 1.5 KW as compared to 3 KW for PSN.

Estimating the cost of the Shoal NIC is more challenging as it requires additional logic to implement forwarding and congestion control. Therefore, rather than setting on an arbitrary price, in Fig. 8 we show the relative cost of Shoal compared to a PSN when varying the ratio between the Shoal NIC and today’s commodity NICs. It indicates that the Shoal network would be more than 50% cheaper as long as the Shoal NIC costs less than six times today’s NICs and would provide cost savings as long as the Shoal NIC costs less than 12 times. As NICs with integrated programmable logic such as FPGAs (e.g., Mellanox Innova Flex 4 Lx EN \(\text{[68]}\)) and many-core architectures (e.g., Mellanox ConnectX-5 \(\text{[67]}\)) have recently appeared on the market at competitive prices, we believe that this is a realistic target.

7. SIMULATION EXPERIMENTS

We complement the testbed experiments presented in the previous section with simulations to investigate the scalability of Shoal. We first focus on static workloads (§7.2) and then use more realistic datacenter-like workloads (§7.3).

7.1 Simulation setup

We use the packet-level simulator that was cross-validated against our testbed prototype \(\text{[55]}\). We simulate a 512-node rack, using the setup described in the previous section. Unless otherwise stated, we assume a cell size of 256 B, which includes the eight-byte cell header. For Shoal, we assume a guard band of 2.5 ns, based on a 2 ns reconfiguration latency for ASIC circuit switches in layer 1 mode \(\text{[64]}\) and 0.5 ns synchronization precision (§5.4). As explained in §3.5, with layer 1 switching, CDR is not required and, hence, it is not accounted for in the guard band. At 100 Gbps, the slot size for 256 B cells is 20.5 ns, so the guard band overhead is 11%.

7.2 Static workloads

We performed two sets of experiments with static workloads. First, we replicated the experiments with the permutation and incast workloads presented in \(\text{[55]}\) to verify that the behavior observed at small scale holds at large scale too. Second, we evaluated whether Shoal ensures max-min fairness among flows. We repeated each experiment ten times.

Permutation and incast workload. Fig. 9 shows the aver-
Figure 9: Average destination goodput (permutation workload).

Figure 10: Relative difference between Shoal’s flow goodput and ideal one.

Figure 11: Flow completion time (short flows) and average flow goodput (long flows) against traffic load.

Figure 12: Flow completion time (short flows) and average flow goodput (long flows) against fraction of destinations.

These experiments confirm that the key properties exhibited at small scale (high goodput and bounded queues) are also maintained at large scale.

**Fairness.** To verify Shoal’s fairness, we simulated several workloads comprising a variable number of flows from 50 to 1,024 with randomly selected sources and destinations. We compared the goodput achieved by each flow against its ideal goodput computed using the max-min water-filling algorithm [8]. We plot the CDF of the relative difference in Fig. 10. Across all workloads, 99% of the flows achieve a goodput within 10% of the ideal one. This shows that, despite the relatively simplicity of its mechanisms, Shoal closely approximates max-min fairness.

### 7.3 Datacenter workloads

We now investigate the performance of Shoal in dynamic settings, using more realistic datacenter-like workloads.

**Setup.** We generate a synthetic workload, modeled after published datacenter traces [3, 19]. Flow sizes are heavy tailed, drawn from a Pareto distribution with shape parameter 1.05 and mean 100 KB [4, 5]. Flows arrive according to a Poisson process and each simulation ends when one million flows have completed.

**Baselines.** We compare Shoal against the packet-switched network described in §3 that uses a Clos topology with full-bisection bandwidth. We use standard ECMP routing to forward packets at each hop and we use TCP for congestion control. We refer to this baseline as TCP. We also consider an idealized packet-switched network (PSN) that assumes perfect congestion control, i.e., it does not use TCP and ECMP but, instead, assumes per-flow hop-by-hop flow control and per-flow queuing at all switches and it uses packet spraying [14] to forward packets on all available paths. While this solution would be extremely costly to implement in practice, it is useful as it provides an upper bound on the performance achievable by any congestion control protocol in a packet-switched network.

**Network load.** In Fig. 11 we study the performance of Shoal and of the two baselines for different values of network load \( L \). We define \( L = FRN\tau \) where \( F \) is the mean flow size, \( R \) is the per-node bandwidth, \( N \) is the number of nodes, and \( \tau \) is the mean inter-arrival flow time, e.g., \( L = 1 \) means that, on average, there are \( N \) active flows.

Fig. 11a shows the flow completion time (FCT) for short flows (size < 100 KB) while Fig. 11b the average flow goodput (long flows) against traffic load. Shoal significantly outperforms TCP for both the FCT (up to a factor of 7.5 at low load and 5.2 at high load) and goodput (up to a factor of 2 at low load and 1.7 at high load). The reason is twofold. First, TCP tends to fill the queues in the network, thus increasing the FCT for short flows. Second, ECMP can incur path collisions that degrade overall network throughput [1, 2]. To eliminate these two factors, we also plot the results of PSN. Shoal’s FCT is within 2× that of PSN yet it achieves a much higher throughput. The higher completion time is the price we pay for using statically-scheduled circuit switches instead of dynamically reconfigured, ideal packet switches. As we show later, Shoal’s FCT improves significantly (and outperforms PSN) for smaller cell sizes. We also note that PSN represents an upper bound on the performance that can be achieved atop a packet-switched network. Shoal’s increased goodput is because, to compensate
for the detouring overhead, it uses 100 Gbps links (PSN uses 50 Gbps links). As explained in [56], however, despite the fact that Shoal has doubled the link bandwidth, it is still significantly cheaper than a packet-switched network.

To validate our claim that Shoal operates with very small queues, we plot the maximum queue size in Fig. 13a. Even at high load, Shoal yields a maximum queue size of 13 cells (3.25 KB) and a maximum aggregate queue per node of 571 cells (142.75 KB).

**Skewness.** Next, we want to study the impact of skewed workloads, which occur when some nodes are more popular than others. We model skewness by re-using the same workload of the previous experiments (we chose $L = 1$) but restricting the set of possible destinations from 100% to 40% of all nodes. For a constant load, a lower number of destinations implies a higher incast degree. This is particularly detrimental for TCP as it creates significant congestion at the switches. This explains why in Fig. 12a TCP’s FCT increases significantly when reducing the number of destinations. In contrast, Shoal maintains low FCT even in presence of very skewed workloads, while still maintaining high goodput (Fig. 12b). Again, this is due to its ability of keeping queues small as we show in Fig. 13b.

**Node failures.** We now focus our attention to the impact of failures in the Shoal network. We ran the same workload as in the previous experiments ($L = 1$) but at the beginning of each experiment we fail an increasing fraction of nodes (up to 50%). As expected, the goodput decreases linearly (Fig. 14b) because the slots corresponding to the failed nodes are wasted. We can alleviate this with a more sophisticated mechanism that, on detecting long-term failures, updates the schedule of both rack nodes and switches to discount the failed nodes. More interesting is the FCT behavior. Fig. 14a shows that for a moderate failure rate the increase in completion time is rather marginal, e.g., 1.38x for a 20% failure rate (resp. 1.81x for 30% rate). This is key because it indicates that, even with a simple approach, Shoal can maintain reasonably good performance in presence of failures, thus making it amenable even for sealed rack-scale deployments in which replacing failed nodes is not possible.

**Slot size.** In all experiments thus far, we have always used a slot size of 256 B. This size was selected in order to keep the guard band overhead low (11% in our setup). In the future, however, more mature synchronization technologies and circuit switches with lower reconfiguration latencies could make it possible to use a shorter guard band, which, in turn, would allow for smaller slot sizes. To understand its impact, we repeated our experiments, varying the slot sizes from 64 B to 512 B while always keeping the guard band relative overhead constant. The results in Fig. 15 show that the FCT is directly correlated with the slot size and smaller slots can even further reduce Shoal’s FCT, e.g., up to 13.92 μs for $L = 0.1$ (resp. 34.38 μs for $L = 1$).

**Direct-connect topologies.** Now we compare Shoal against a rack-scale network architecture using a direct-connect topology. We arranged the 512 nodes into a 3D torus, which is the topology used in the AMD SeaMicro 15000-OP [69]. As with the Shoal network, we assume an aggregate node bandwidth of 100 Gbps. We use R2C2 [11] for congestion control. We use the same workload as in the load experiments. For all values of load, Shoal consistently outperforms the rack-scale setup up to a factor of 14.9 for FCT (resp. a factor of 4.8 for goodput). This is due to the multi-hop nature of direct-connect topologies; it significantly increases the end-to-end latency as queuing can occur at any hop. Further, node bandwidth is also used to forward traffic originating several hops away, which reduces the overall goodput. This does not occur in Shoal as packets only traverse one hop and the congestion control guarantees bounded queues.

**Disaggregated workload.** We conclude our experimental analysis by assessing Shoal’s ability to support disaggregated workloads where flows of 10-25 KB are not uncommon [26] and some can be as small as 4 KB [17]. We conducted an experiment in which we reduced the mean flow size of our workload from 100 KB to 32 KB (cell size is
Since the flow size’s distribution is heavy-tailed, this creates a workload in which 62% of flows have a size of 4 KB or lower. Fig. 16 shows the CDF for the FCT for short flows (size < 32 KB) for \( L = 0.1 \) and \( L = 1 \). At low load, the median value is 9.77 µs and the 99th perc. is 25.9 µs (resp. 24.26 µs and 66.45 µs at high load), which indicates that Shoal is able to achieve a low FCT even for very short flows. Further, the moderate FCT increase between \( L = 0.1 \) and \( L = 1 \) demonstrates that the performance of short flows is not significantly affected by the increasing network load. This demonstrates Shoal’s ability to carry different types of traffic with high performance.

8. RELATED WORK

Rack-scale computing promises significant cost, power, and performance gains [50, 56, 60]. However, unlocking these benefits requires solving numerous challenges.

Topology and technology. Several topologies and technologies are being investigated for rack-scale computers. Direct-connect topologies whereby each node is connected to a small subset of other rack nodes through point-to-point links are common in super computers and have been adopted in some commercial rack-scale computers. For example, both AMD SeaMicro [69] and HP Moonshot [57] use the 3D Torus topology and custom routing while Theia [45] proposes a new rack-scale topology. Motivated by the fact that the best direct-connect topology is workload-dependent, XFabric [30] combines circuit switches with SoC-based packet switches to allow the rack’s topology to be reconfigured on the fly. New interconnect technologies like PCIe (eg., Huawei’s DC3.0) [58] and Silicon Photonics (eg., Intel RSA [61], Firebox [6]) are also being explored.

While direct-connect topologies can provide high bisection bandwidth, they require that each SoC be equipped with many network interfaces and be able to sustain their cumulative bandwidth, not to mention the complexity of routing and congestion control [11] and topology reconfiguration [30]. As shown in §7.3, routing across multiple nodes also hurts throughput and latency. Overall, this paper shows that a purely circuit-switched rack is not only feasible but it can be simpler and more performant than a direct-connect fabric.

Circuit-switched networks. Circuit switching was used in ATM [13], telephony [15] and WAN networks [42] for long-lasting circuits, which amortize the circuit set-up overhead. Recently, there has been extensive work on reconfigurable datacenter networks, using optical [10, 18, 21, 37, 47] and wireless technologies [20] that operate like a circuit switch. These solutions build on slower switching technologies (tens of µs or higher) and typically use a centralized controller for scheduling. To compensate for the additional latency due to these factors, they usually rely on a parallel packet switched network, which increases cost and complexity. Instead, Shoal caters to the rack-scale environment and uses low latency switching and coordination-free scheduling, thus removing the need of a centralized controller and a separate network to handle latency-sensitive traffic.

Low-latency congestion control. We considered recent proposals like Fastpass [36] and R2C2 [11] for congestion control atop our fabric. Fastpass, however, imposes significant communication and computation overhead as it uses a centralized entity to compute rate allocations. Computing max-min rates in high multi-path settings is challenging in itself, especially at low latency [39]. R2C2 also suffers from similar drawbacks, mostly because it targets general direct-connect topologies. It relies on broadcasting of flow events across the rack. Furthermore, it achieves computation tractability at the expense of network utilization. Finally, both Fastpass and R2C2 require accurate demand estimation. Instead, Shoal’s congestion control leverages its fabric to achieve fair network sharing with bounded queues and low overhead and without requiring demand estimation.

There is already a trend towards tighter coupling between the network and servers for low latency congestion control in datacenters; for example, by using ECN as a feedback signal [39]. Section 7.3 quantified the benefits of Shoal against an ideal transport protocol whose performance subsumes these techniques. Furthermore, they cannot achieve losslessness which is critical for storage workloads. The need for high throughput, low latency and losslessness has also prompted the use of RDMA atop converged Ethernet. Congestion control mechanisms [32, 48] specialized for these settings also rely on a closer coupling with the network. Shoal represents an extreme design point in this direction as the coupling of its congestion mechanism to its fabric achieves losslessness and fairness despite very high multi-pathing.

Load-balanced switch. Load-balanced switches [9, 25], were proposed in the early 2000s as a way to obviate arbitration in monolithic, single-stage switches by uniformly detouring packets through an intermediate set of ports between the switch’s inputs and outputs. Shoal’s fabric operates like a load-balanced switch. However, instead of using an explicit intermediate stage, Shoal detours cells through other rack nodes. Furthermore, while the original technique focused on monolithic switches, we scale it to a hierarchy of switches. Finally, we integrate the fabric with a novel congestion control mechanism.

9. SUMMARY

We presented Shoal, a network architecture for high-density and disaggregated racks that couples a circuit-switched fabric with the nodes’ network stack. The fabric operates like a rack-wide switch with a static schedule. Rack nodes achieve coordination-free scheduling by detouring their traffic uniformly, and implement backpressure-based congestion control to achieve fairness and losslessness. Our FPGA-based prototype achieves good performance and illustrates that Shoal’s mechanisms are amenable to hardware implementation. Our results show that Shoal can achieve high throughput, low latency, and low queuing across diverse workloads.
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