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replace conditional distribution u(Y|X) with p(Y|X)

Probabilistic Dependency Graphs

(and hence Bayesian Networks and Factor Graphs)

are mixtures of observe commands!
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re-sample Y given X, leaving Z alone

Probabilistic programs are

sequences of draw commands
(and deterministic observe commands).
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