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Word Embeddings

Dense Vectors 
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Experimental Setup

Corpus

word2vec

GloVe

Embeddings

Vector Size: 50

Window Size: 5

Parameters

ഥ𝑤 = mean

Mean word vector



Observation #1:

SGNS vectors arrange along a primary axis



SGNS vectors point toward mean word vector

Closer to ഥ𝑤

𝒘𝒌 ∙ ഥ𝒘



Artifact of word frequency?

4 Frequency Levels:

• Ultra-high (1–100)

• High (101–500)

• Moderate (501–5000)

• Low (5001+)

• Sample 100 from each

• Use sample mean vector ෝ𝑤 instead of global mean ഥ𝑤



…true for all frequency classes

Closer to mean word vector ෝ𝑤

𝒘𝒌 ∙ ෝ𝒘



…and away from the context vectors

Further away from ෝ𝑤
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Not true for GloVe

𝒘𝒌 ∙ ෝ𝒘

𝒄𝒌 ∙ ෝ𝒘

Closer to ෝ𝑤



Visualization Disconnect

vs

TSNE PCA



Observation #2:

SGNS vectors are mostly non-negative



Latent dimensions skew “positive”



…inefficient use of K-dimensional space?

Preserve Semantic Properties:

1. Dropping “negative” entries

𝑤′𝑘 = max(0,𝑤𝑘 ∗ 𝑠𝑖𝑔𝑛 ഥ𝑤𝑘 )

2. Subtracting mean vector
𝑤′ = 𝑤 − ഥ𝑤



Observation #3:

Negative sampling affects SGNS geometry



More negative samples, better alignment

𝐴𝑣𝑔(𝑤𝑘 ∙ ഥ𝑤) vs. # of Negative Samples
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Thank You!


