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**In networks**
e.g., how do preferences change when choosing from a popular group?

---

**Linear context logit (LCL)**

\[
\text{Pr}(i, C) = \frac{\exp(\left[\theta + Ax_C\right]^T x_i)}{\sum_{j \in C} \exp(\left[\theta + Ax_C\right]^T x_j)}
\]

- base preferences
- context effect matrix
- mean features over choice set
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Node features
1. in-degree of \( w \)
2. # shared neighbors of \( u, w \)
3. weight of edge \( w \rightarrow u \)
4. time since last edge into \( w \)
5. time since last edge out of \( w \)
6. time since last \( w \rightarrow u \) edge

chooser
\( u \)

choice set \( \{w_1, w_2, w_3\} \)

choice \( w_1 \)
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- LCL derivation from simple assumptions
- More flexible model: decomposed LCL
- LCL identifiability condition
- Application to general choice data
- Accounting for context improves prediction

\[
\Pr(i, C) = \sum_{k=1}^{d} \pi_k \frac{\exp \left( [B_k + A_k(x_C)_k]^T x_i \right)}{\sum_{j \in C} \exp \left( [B_k + A_k(x_C)_k]^T x_j \right)}
\]

Theorem 1. A d-feature linear context logit is identifiable from a dataset \( D \) if and only if

\[
\text{span} \left\{ \begin{bmatrix} x_C \\ 1 \end{bmatrix} \otimes (x_i - x_C) \mid C \in C_D, i \in C \right\} = \mathbb{R}^{d+1}. \quad (6)
\]

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MNL</th>
<th>LCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>DISTRICT</td>
<td>3.680 (4.823)</td>
<td>.3327 (4.712)</td>
</tr>
<tr>
<td>DISTRICT-SMART</td>
<td>4.006 (4.900)</td>
<td>.3894 (4.876)</td>
</tr>
<tr>
<td>EXPEDIA</td>
<td>3.859 (2.954)</td>
<td>.3666 (2.926)</td>
</tr>
<tr>
<td>SUSHI</td>
<td>2.727 (2.751)</td>
<td>.2741 (2.771)</td>
</tr>
<tr>
<td>CAR-A</td>
<td>3.570 (4.791)</td>
<td>.3514 (4.774)</td>
</tr>
<tr>
<td>CAR-B</td>
<td>3.326 (4.711)</td>
<td>.3326 (4.711)</td>
</tr>
<tr>
<td>CAR-ALT</td>
<td>2.944 (2.875)</td>
<td>.2650 (2.804)</td>
</tr>
<tr>
<td>SYNTHETIC-MNL</td>
<td>.1513 (.1865)</td>
<td>.1512 (.1864)</td>
</tr>
<tr>
<td>SYNTHETIC-LCL</td>
<td>.1360 (.1864)</td>
<td>.1357 (.1883)</td>
</tr>
<tr>
<td>WIKI-TALK</td>
<td>2.946 (2.916)</td>
<td>.2666 (2.773)</td>
</tr>
<tr>
<td>REDDIT-HYPERLINK</td>
<td>2.859 (2.611)</td>
<td>.2761 (2.606)</td>
</tr>
<tr>
<td>BITCOIN-ALPHA</td>
<td>2.724 (3.266)</td>
<td>.2591 (3.178)</td>
</tr>
<tr>
<td>BITCOIN-OTC</td>
<td>1.891 (2.756)</td>
<td>.1529 (2.468)</td>
</tr>
<tr>
<td>SMS-A</td>
<td>2.825 (3.250)</td>
<td>.2661 (3.193)</td>
</tr>
<tr>
<td>SMS-B</td>
<td>3.045 (3.419)</td>
<td>.2848 (3.372)</td>
</tr>
<tr>
<td>SMS-C</td>
<td>3.115 (3.455)</td>
<td>.3070 (3.477)</td>
</tr>
<tr>
<td>EMAIL-ENRON</td>
<td>1.285 (2.086)</td>
<td>.1244 (2.151)</td>
</tr>
<tr>
<td>EMAIL-ED</td>
<td>2.683 (3.021)</td>
<td>.2665 (3.037)</td>
</tr>
<tr>
<td>EMAIL-W3C</td>
<td>1.332 (2.070)</td>
<td>.1210 (1.845)</td>
</tr>
<tr>
<td>FACEBOOK-WALL</td>
<td>2.176 (2.895)</td>
<td>.2109 (2.871)</td>
</tr>
<tr>
<td>COLLEGE-MSG</td>
<td>1.850 (2.726)</td>
<td>.1723 (2.655)</td>
</tr>
<tr>
<td>MATHOVERFLOW</td>
<td>1.385 (2.503)</td>
<td>.1153 (2.200)</td>
</tr>
</tbody>
</table>
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Thank you!
More questions or ideas?
Email me: kt@cs.cornell.edu
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