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Abstract

We consider for the first time the problem of trade off between the Network Connectivity,

Phase Complexity and Communication Complexity of Reliable Communication Tolerating

Mixed Adversary [1]. The problem of reliable communication of a message m by a sender

S to a receiver R in an unreliable network involves transporting m from S to R in a reliable

manner. The unreliability of the network is modeled via an adversary controlling the nodes

of the network according to different fault models. This problem traditionally known as per-

fectly reliable message transmission(PRMT) in the literature is used as a black box in most of

the multi party computation(MPC) and Byzantine protocols. This problem was traditionally

studied in the presence of Byzantine faults in the network. We study the problem in a more

generalized fault model. Specifically we study the problem in the standard model of abstract-

ing the network as a graph and categorizing the nodes based on their fault models. We prove

a lower bound on the Phase Complexity given the Network Connectivity and Communication

Complexity and provide a corresponding protocol with optimal Phase Complexity(up to con-

stant factor). This solves an open problem posed in [2]. To the best of my knowledge, this is

the first time such a treatment has been done. This thesis is based on a joint work with Arpita

Patra, Ashish Choudhary, Kannan Srinathan and C. Pandu Rangan.
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CHAPTER 1

Introduction

Intuitively one feels that adding redundancy to the system increases its reliability. This is

formally used in most of the distributed algorithms to achieve security and reliability. We

can even see this in real life examples like (a) Storage of data in multiple computers to deal

with system crashes, (b) Critical mails are usually sent through multiple means such as e-

mail/post/courier. But redundancy is accompanied by extra work which results in an inherent

inefficiency. In this thesis, we explore the limits of this inefficiency inherent in a certain

model of communication where reliability is achieved by the phenomenon of distribution and

interaction.

We see that in a typical scenario the Source and Receiver which need to communicate

are part of a network. The faults in the network are characterized as some limit on the faulty

nodes. The requirement for the protocol is to simulate a reliable channel between Source and

Receiver. This problem can be handled by coding theory which corrects the errors by adding

redundancy. We see that when we combine coding theory with the power of interaction it

decreases the necessity for redundancy. But this comes with cost of larger number of phases

for interaction.

In keeping with the tradition of describing Distributed Algorithms we state the problem

informally in terms of a battlefield scenario. There is army which is returning after a long

battle. Through several routes for their return journey among which all but one are under the

control of their enemy. The enemy is strong and it will kill any soldiers passing through the

route it controls. As the army doesn’t know the safe route one would think the best strategy is

to go in equal number in each route. Only 1
num routes

of the army will reach back. But we in

this thesis give an algorithm where most of the army(albeit a constant fraction of them) will

reach their kingdom and also prove that no other algorithm can do better than ours.



1.1 Models and Settings

1.1.1 Network

Consider a synchronous undirected network denoted by N = (P , E) where P is the set

of nodes and E ⊂ P × P is the set of links. In the perfectly reliable message transmission

(PRMT) problem overN , a sender S ∈ P , wishes to send a message m, which is a sequence of

` field elements from a finite field F, to a receiver R ∈ P , in such a manner that R recovers the

message without any fault (perfectly), in spite of the presence of an adversaryA(tb,tf )(Defined

in section 1.1.2). The reason for modeling network unreliability as an adversary is done so that

worst case lower and upper bounds can be proved. All the n nodes in the network are mod-

eled as probabilistic interactive Turing Machines. In this work, we study in the synchronous

settings. The underlying network N is said to be synchronous when all the players share a

common global clock. All messages sent are sent on a clock ’tick’, and are received on the

next ’tick’.

1.1.2 Adversary

The adversary in this work is denoted by A(tb,tf ). A(tb,tf ) possesses unbounded computing

power and can corrupt disjoint sets of at most tb and tf nodes in Byzantine and Fail-stop

fashion respectively, in a centralized manner. Moreover, the adversary is adaptive; i.e, the set

of nodes which are going to be under the control of A(tb,tf ) is decided dynamically depending
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upon the data seen by the adversary so far during the protocol execution. Once a node is

under the control of the adversary, it is going to be so for the rest of the protocol. If a node

P is fail-stop corrupted by A(tb,tf ), then the adversary can force P to crash at will at any time

during the execution of the protocol but can not access its internal data and can not force

its behavior to deviate from the protocol. So as long as P is alive, it honestly follows the

protocol. Also once P is crashed, it never becomes alive again. If a node P is Byzantine

corrupted by A(tb,tf ), then the adversary has full access to the internal data of P and can force

P to deviate from the protocol arbitrarily. Hence A(tb,tf ) can also listen on these nodes. We

assume that S and R do not share any information, what so ever, before the beginning of the

protocol. Also, the protocol specification is public and known to everybody, includingA(tb,tf ).

However, A(tb,tf ) will not know the random coin tosses used by S and R in the protocol. Also

as A(tb,tf ) has unbounded computing power, we cannot solve the PRMT problem using public

key cryptography, digital signatures etc, as they are all based on the assumption that adversary

has polynomial time computing power. The adversary we study is known as threshold mixed

adversary in the literature. But we note that the lower bound proved in Chapter 4 holds even

against polynomial adversaries and it should be fairly easy to model it for random errors.

1.1.3 Abstraction

Like the most of the literature we follow the model used by Dolev et.al [3]. We see that if some

intermediate node between S and R is under the control of the adversary. Hence all the paths

between S to R passing through that node can be modeled by a single wire between S and R.

By the above argument the network can be abstracted as vertex disjoint paths(also known as

wires) from S to R. This follows from by Menger’s theorem [4] which states that a graph is

c− (S,R)-connected iff S and R are connected by at least c vertex disjoint paths.
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The adversary which controls tb nodes in Byzantine fashion and tf nodes in fail-stop

fashion now controls tb wires in Byzantine fashion and tf wires in fail-stop fashion. This is

possible as the adversary can position himself at some of the nodes in the min-cut of the graph.

1.2 Motivation and Significance

The PRMT problem is well-motivated for it being one of the fundamental primitives used by

all fault-tolerant distributed algorithms like Byzantine agreement, multi-party computation etc

(see [3, 5, 6, 7, 8, 9, 10] and their references). All these popular fault-tolerant distributed algo-

rithms assume that the underlying network is a complete graph, thereby implicitly assuming

the existence of a PRMT protocol that can simulate a complete graph over the actual network

which is seldom a complete graph itself. Chapter 7 of [11] solves the problem of Byzantine

agreement for general graphs. In literature all these problems have been solved in crypto-

graphic model also. The PRMT problem was first proposed and solutions is a different model

was given by [3].

Here we will argue about the model of Network and Adversary. The reason for consider-

ing an adversary who can corrupt in both Byzantine and fail-stop is of theoretical interest as it

is a more generalized adversary. Modeling every node as Byzantine may be an overkill when

the adversary may not be powerful enough to corrupt every node in Byzantine fashion. This

is one step closer towards a very generalized adversary. Also when we look at the solutions of

Distributed Algorithms in cryptographic model the Byzantine nodes will behave like Fail-stop

nodes. But keys over some of the nodes may be compromised which behave like Byzantine

in the absence of authentication. Even this problem is nicely captured in our model. Hence if

we try to design networks with very high resiliency and lower connectivity in different models
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our bound comes into the picture.

1.3 Our Contributions

The efficiency of any PRMT protocol may be expressed by three parameters, namely,

1. Connectivity (n) of the network

2. Communication complexity (b), which is the total number of field elements communi-

cated by S and R

3. Phase Complexity (r).

Let us first consider the scenario where we work with minimal connectivity; viz n = 2tb +

tf + 1. From the basic results of coding theory (as given in chapter 3), any single phase

PRMT protocol has to communicate Ω(n`) field elements to reliably send m, containing `

field elements. Hence it is clear that a PRMT protocol with communication complexity of less

than n`, must run for several phases. Hence a natural and fundamental question here is the

following:

Given n = 2tb + tf + 1 and b < n`, what is the minimum value of r? Do we

have such an O(r) phase efficient PRMT protocol?

It is clear that for any PRMT protocol, ` ≤ b ≤ n`. We may refer a protocol with communica-

tion complexity of b = c`, where c is a constant independent of n, as communication optimal

protocol. Extending the above question to this very interesting and important case, we may

ask the following:

When n = 2tb + tf + 1 and b = O(`), what is the minimum value of r? Do we

have such an O(r) phase efficient PRMT protocol?

Note that if such a protocol exists, it will be simultaneously optimal in connectivity, commu-

nication complexity and phase complexity. So far, we have considered only minimally con-

nected network but if we have higher connectivity, then again the required number of phases

may be reduced. Specifically, when n ≥ 2tb + tf + 1 and b < n`, we ask for minimum r and
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a corresponding phase optimal protocol. Unifying all the above questions, we formulate the

following most generic question, which is the holy grail for PRMT problem:

Given an n-connected network (n ≥ 2tb + tf + 1) and a value b, where ` ≤ b <

n`, what is the minimum number of phases r needed to reliably send m, where

|m| = `, within O(b) communication complexity?

In this report, we completely resolve the above question by deriving exact expression for lower

bound for the phase complexity of PRMT protocols and also design a PRMT protocol whose

total phase complexity matches this bound, thus proving that our bound is asymptotically tight.

From our general result, we obtain several interesting results on the inherent trade-off available

between the three parameters, namely n, b and r. We also derive several surprising corollaries

for specific instances. For example our general result imply that when tb = 0, n = tf + 1

and b = O(`), then any PRMT protocol requires Ω(log(tf )) phases to send m. The PRMT

protocols existing in the literature usually attempts to optimize one of the parameters and

rarely two of the parameters mentioned above [8, 12]. However, our protocol is simultaneously

optimal in all the three parameters.

Surprise Factor: As mentioned above, if tb = 0, n = tf + 1 and b = O(`), then any PRMT

protocol requires Ω(log(tf )) phases to send m containing ` field elements. This is surpris-

ing because from Theorem 2.1.3, against Byzantine adversary, there exists a three (constant)

phase PRMT protocol, which achieves reliability with constant factor overhead. These two

results seem to be counter intuitive, since Byzantine adversary is more powerful than fail-stop

adversary (Byzantine adversary can maliciously change the information over the wires, where

as fail-stop adversary can only block the communication over a wire). Here we informally

justify that it is not so (a formal argument is given by the proof of Theorem 4.1.1). In a min-

imally connected network tolerating only Byzantine adversary, we have n = 2tb + 1 wires.

So the number of corrupted wires is less than half of the total number of wires. This allow

us to do error detection/correction in three phases, resulting in a three phase PRMT protocol

with a communication complexity of O(`) (see the PRMT protocol of [8]). However, in a

minimally connected network tolerating only fail-stop adversary, we have only n = tf + 1

wires between S and R, of which there is only one un-corrupted wire. It is this reduced con-
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nectivity (in comparison to the case of Byzantine adversary) that does not allow us to design a

constant phase PRMT protocol against fail-stop adversary in a minimally connected network,

with communication complexity of O(`).

Remark 1 Note that sending m reliably in a single phase, even by broadcasting it along all

the n wires, has communication complexity of b = n`. Hence, we are interested only in the

case where ` ≤ b < n`. Also if tf = 0 and n ≥ 2tb + 1, then m can be sent reliably in

three phases by communicating O(`) field elements [8] and hence is optimal in all the three

parameters. However, the lower bound and protocol given in this report, considers a mixed

adversary, where tb, tf ≥ 0.

Remark 2 Throughout the report, we use X to denote n − tf ; i.e., X = (n − tf ). Hence

n = X + tf .

Remark 3 In our protocols, for simplicity, we assume that Byzantine adversary does not block

the wires under its control. Our protocols can be easily adapted to tolerate such a behavior

by the Byzantine adversary, without affecting the phase and communication complexity.

1.4 Organization of thesis

In Chapter 2 we mention some of the existing results and preliminary results which will be

used in the thesis. Following this we prove certain bounds on single phase protocols in Chap-

ter 3. After this in Chapter 4 we prove lower bounds on the phase complexity which is one of

the main contributions of this thesis. Finally we end the work by giving a protocol which runs

in optimal number of phases in Chapter 5.
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CHAPTER 2

Coding Theory Preliminaries and Existing Results

In this section we will review the existing results and the basic coding theory preliminaries

necessary for proving the lower bound and the protocol construction.

2.1 Existing Results

PRMT Tolerating Byzantine Adversary: PRMT problem was first introduced and solved

by Dolev et.al [3] under the presence of a tb-active Byzantine adversary Atb , who can corrupt

at most tb nodes in the network in Byzantine fashion. Dolev et.al abstracted the network in

the form of vertex disjoint paths (also known as wires) between S and R The reason for such

an abstraction is as follows: suppose some intermediate node between S and R is under the

control of the adversary. Then all the paths between S and R, irrespective of their length,

passing through that node are also compromised. Hence, all the paths between S to R passing

through that node can be modeled by a single wire between S and R. The characterization of

PRMT given by Dolev et.al is as follows:

Theorem 2.1.1 ( [3]) PRMT over an undirected network N tolerating Atb is possible iffN is

(2tb + 1)-(S, R)-connected.

In [7], Srinathan et.al have given the lower bound on the communication complexity of any

single phase PRMT protocol tolerating Atb . The lower bound is as follows:

Theorem 2.1.2 ( [7]) Any single phase PRMT protocol over n ≥ 2tb +1 wires communicates

Ω
(

n`
n−2tb

)
field elements to reliably send a message containing ` field elements against Atb .

Interestingly, in [8], Arpita et.al have shown that if more than one phase is allowed, then the

communication complexity of PRMT protocols can be reduced significantly. The result of

Arpita et.al is as follows:



Theorem 2.1.3 ( [8]) Let N be an undirected network, under the influence of Atb such that S

and R are connected by n = 2tb + 1 wires. Then three phases are sufficient for the existence

of any PRMT protocol which sends a message containing ` field elements by incurring a

communication complexity of O(`) field elements.

The above theorem says that in a minimal connected network against Byzantine adversary,

three phases are sufficient for any PRMT protocol to achieve reliability with constant factor

overhead.

PRMT Tolerating Mixed Adversary: Studying mixed adversary in the context of PRMT

is well motivated. In a typical large network, certain nodes may be strongly protected and

few others may be moderately/weakly protected. An adversary may only be able to fail-stop

a strongly protected node, while he may affect in a Byzantine fashion a weakly protected

node. Thus, we may capture the abilities of an adversary in a more realistic manner using two

parameters tb and tf , where tb and tf are the number of nodes under the influence of adversary

in Byzantine and fail-stop respectively. Also it is better to grade different kinds of disruption

done by adversary and consider them separately rather than treating every kind of fault as

Byzantine fault. Doing so will be an “overkill”. Recently, Arpita et.al [13] have given the

characterization for PRMT over undirected networks tolerating a mixed adversary A(tb,tf ).

Theorem 2.1.4 ( [13]) PRMT over an undirected network N tolerating A(tb,tf ) is possible iff

N is (2tb + tf + 1)-(S, R)-connected.

PROOF: The necessity of the above condition follows from the following argument. Let Π

be a PRMT protocol over N , where there exists n = 2tb + tf wires between S and R. Now

consider the following adversarial strategy: the adversary blocks the communication over tf

wires. Now consider the network N ′ that is induced by N on deleting these tf paths from N
(this can be interpreted as an adversary blocking the communication over tf paths). It follows

that N ′ is not a (2tb + 1)-(S,R)-connected network. Evidently, if Π is a PRMT protocol on

N , then Π′ is a PRMT protocol on N ′, where Π′ is the protocol Π restricted to the players in

N ′. However, from Theorem 2.1.1, we know that Π′ is non-existent. Thus Π is impossible

too. The sufficiency of the above condition is shown by the following protocol: Let S and R
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are connected by n ≥ 2tb + tf + 1 wires. S sends the message m through all the n wires. R

recovers the message by taking majority among the received values. 2

Now we demonstrate that Theorem 2.1.4 shows more fault tolerance in comparison to

Theorem 2.1.1. Let N be a network where S and R are connected by n = 4 wires. Then

from Theorem 2.1.1, the maximum number of Byzantine faults that can be tolerable is one.

However, from Theorem 2.1.4, it is possible to tolerate one fail-stop fault, in addition to one

Byzantine fault.

2.2 Coding Theory Preliminaries

Let Ch(tb,tf ) denotes a noisy channel, where at most tf and tb locations can be arbitrarily

erased and changed respectively during the transmission of a codeword. A block error-erasure

correcting code encoding a message of k field elements to a codeword of n field elements is

an injective mapping C : Fk → Fn(n > k), where F is the underlying field. The encoding

function is used in conjunction with a decoding function D : Fn → Fk with the property that

if its input differs from a valid codeword in at most tb locations, apart from at most tf erasures,

then D outputs the message corresponding to that codeword. We say that the code corrects tb

Byzantine errors and tf erasures. Clearly, such a decoding function will always exist if any

two valid codewords differ in at least 2tb + tf + 1 locations.

The maximum attainable efficiency of any block error-erasure correcting code is subject

to the Singleton Bound, given by the following lemma:

Lemma 2.2.1 (Singleton bound [14]) Let C be an error-erasure correcting code which reli-

ably transmits k field elements by communicating a total of n field elements and has a distance

of d. Then n ≥ k + d− 1.

For a (tb, tf ) error-erasure correcting code, the distance d (which is the minimum Hamming

distance between any two codewords) is at least 2tb + tf + 1. Thus we have the following

corollary:

Corollary 2.2.2 Let C be a (tb, tf ) block error-erasure correcting code. Then k ≤ n− (2tb +

tf ).

10



We now give the definition of a special kind of block error-erasure correcting code called

Reed-Solomon code, which we use in our protocols.

Definition 2.2.3 ( [14]) Let F be a finite field and α1, α2, . . . αn be distinct elements of F.

Given k < n ≤ |F|, and an arbitrary block B = [m1 m2 . . . mk], the encoding function

for the Reed-Solomon code is defined as [pB(α1) pB(α2) . . . pB(αn)] where pB(x) is the

polynomial
∑k−1

i=0 mi+1x
i.

We denote RS code by RS(n, k), which encodes a message block of size k into a codeword

of size n.

Theorem 2.2.4 ( [14]) The Reed-Solomon code meets the singleton Bound.

From Corollary 2.2.2 and Theorem 2.2.4, we get the following corollary.

Corollary 2.2.5 Let C be a (tb, tf ) block error-erasure correcting RS code. Then k ≤ n −
(2tb + tf ).

Theorem 2.2.6 gives the number of errors which can be corrected and detected by RS codes.

Theorem 2.2.6 ([14]) Let C denote the RS(n, k) codeword for a message block of size k.

Suppose the codeword is sent over the channel Ch(tb,tf ). Let n′ denotes the size of the received

codeword C ′, where n′ ≥ n − tf . Then RS decoding can correct up to c Byzantine errors in

C ′ and simultaneously detect additional d Byzantine errors in C ′ iff n′ − k ≥ 2c + d.

11



CHAPTER 3

Bounds for Single Phase PRMT

3.1 Single phase

We now prove the lower bound on the communication complexity of any single phase PRMT

protocol tolerating A(tb,tf ). The bound is obtained by showing the “equivalence” between

single phase PRMT protocol and error-erasure correcting code. More specifically, we show

that the maximum attainable efficiency of any single phase PRMT against A(tb,tf ) is bounded

by the maximum attainable efficiency of a (tb, tf ) error-erasure correcting code, given by the

Singleton Bound.

We now describe a single phase PRMT protocol PRU-SP(m, `, n, tb, tf , k) againstA(tb,tf ),

obtained by using the corresponding RS(n, k) code. In the protocol S and R are connected

by n ≥ 2tb + tf + 1 wires, wi, 1 ≤ i ≤ n, under the influence of A(tb,tf ). S wants to send m

where |m| = `.

Protocol PRU-SP(m, `, n, tb, tf , k): Single Phase PRMT

• S breaks m into blocks B1,B2, . . . ,B`/k, each consisting of k field elements, where k = (X−2tb), X =
n− tf . If ` is not an exact multiple of k, a default padding is used to make ` mod k = 0.

• For each Bj, S computes the RS(n, k) codeword of Bj, 1 ≤ j ≤ `/k denoted by (cj1 cj2 . . . cjn) in
parallel. S sends cji along wire wi, 1 ≤ i ≤ n.

• R receives the (possibly corrupted/erased) cji’s for all the blocks of m and applies the RS decoding
algorithm to each of them and constructs all blocks Bj in parallel. R concatenates Bj’s to recover the
message m.

Lemma 3.1.1 Protocol PRU-SP correctly sends m by communicating O
(

n`
(X−2tb)

)
field ele-

ments.

PROOF: Follows from Corollary 2.2.5 and working of the protocol. 2

The reverse process is equally valid - given a single phase PRMT protocol againstA(tb,tf ),

we can convert it into an (tb, tf ) block error-erasure correcting code, whose efficiency is



bounded by Singleton Bound (Corollary 2.2.2). Thus, the maximum attainable efficiency

for any single phase PRMT protocol is also subject to the Singleton Bound. Thus we have the

following theorem.

Theorem 3.1.2 Let S and R be connected by n ≥ 2tb + tf + 1 wires, under the influence

of A(tb,tf ). Then any single phase PRMT protocol communicates Ω
(

n`
X−2tb

)
field elements to

reliably send m, where |m| = ` and X = n− tf . Moreover, the bound is tight.

PROOF: Follows from the above discussion. 2

Remark 4 The conversion from single phase PRMT protocol to an error-erasure correcting

code is straightforward if the messages sent along each wire in the protocol are of same

length. Suppose however, there exists a protocol Π that does not have this symmetry property

and beats the Singleton bound. Then consider the protocol Π′ which consists of n sequential

executions of protocol Π with the identities of the wires being “rotated” by a distance of

i in the ith execution. Clearly this protocol achieves the symmetry property by “spreading

the load”; further its message expansion factor is equal to that of Π. It therefore beats the

Singleton bounds as well, which is a contradiction. Thus without any loss of generality, we

assume that the messages sent along each wire is of same length.

Protocol PRU-SP has another important property given in the following theorem.

Theorem 3.1.3 If R in advance knows the exact identity of α ≤ tb wires which are Byzantine

corrupted, then the protocol PRU-SP(m, `, n, tb, tf , k) will reliably transmit m in a single

phase, using block size k = (X − 2tb) + α, by communicating O
(

n`
(X−2tb)+α

)
field elements.

PROOF: Since R knows α wires which are Byzantine corrupted, it simply ignores these wires

and therefore the connectivity/set of active wires reduces to n−α. Among the remaining wires,

at most tb − α could be Byzantine corrupted. Substituting these values in Corollary 2.2.5, we

get k ≤ n − α − 2(tb − α) − tf = (X − 2tb) + α where X = n − tf . Hence PRU-SP will

work correctly with k = (X − 2tb) + α. 2

Before we end our discussion on single phase PRMT, we present a two phase PRMT

protocol SP-REL (based on RS code which is a specific instance of error-erasure correcting

code), that possesses both error correction and error detection capabilities of the underlying

error-erasure correcting code. Such a protocol is used later in designing phase optimal PSMT

13



protocol. SP-REL is based on the following principle: S and R guess that adversary will

fail-stop at most tf − kf wires and corrupt at most tb
2

wires. If it indeed happens, then S

can reliably send tb
2

+ kf extra field elements (in addition to what is permitted by Singleton

Bound) in a single phase to R. However if adversary either fail-stop tf − kf + 1 (or more)

wires or corrupts more than tb
2

wires, then R will not be able to recover anything. However, R

either comes to know the identity of at least tf − kf + 1 fail-stop wires or detects more than
tb
2

Byzantine faults. In the later case, R can broadcast back the received information to S, who

after local verification can identify more than tb
2

Byzantine corrupted wires.

Protocol SP-REL (m,n, tb, tf , kf )

1. S performs the same computation and communication as done in protocol PRU-SP, except that now S
divides m into blocks B1, B2, . . . , Bp, each consisting of k field elements, where k = (X−2tb)+ tb

2 +kf .

2. Let R receives information over a wires, of which at most tb could be corrupted. Thus R receives a

values, corresponding to each of the p codewords.

3. IF a < n − tf + kf then R broadcasts to S, “ERROR1” signal along with the count of the number of
wires and their identity over which R has not received any information (which is n − a) and terminates
the protocol. /* In this case, more than tf − kf fail-stop errors has occurred.*/

4. IF a ≥ n− tf +kf then R applies RS decoding algorithm to each of the p received codewords and correct
tb

2 errors and simultaneously detect additional tb

2 faults (if it had occurred) in each of the p codewords in
parallel.

5. If after correcting tb

2 errors, the decoding algorithm does not detect additional faults in any of the p

received codewords, then R correctly recovers Bj, 1 ≤ j ≤ p. R then concatenates them to recover m,
broadcasts “SUCCESS” signal to S and terminates the protocol.

6. IF ∃e ∈ {1, 2, . . . , p}, such that after correcting tb

2 errors, the decoding algorithm detects additional
faults (at most tb

2 ) in the eth received codeword, then R broadcasts the eth received codeword, along with
index e and “ERROR2” signal to S. R also broadcasts the identity of wires which failed to deliver any
information and terminates. /* In this case, more than tb

2 errors has occurred. If there are more than one
e, then R randomly selects one.*/

Local Computation by S

• IF S receives ”SUCCESS” signal, then it does nothing. IF S receives ”ERROR1” signal, then S comes to know
the identity of n − a wires which failed to deliver any information to R. ELSE, S receives the eth codeword, as
received by R and after comparing it with original eth codeword, S identifies more than tb

2 Byzantine corrupted
wires.

Lemma 3.1.4 (Correctness:) In SP-REL, if at most tf−kf wires get fail-stop corrupted and

at most tb
2

wires get Byzantine corrupted, then R will be able to recover m. Otherwise, S will

14



either come to know the identity of at least tf − kf + 1 fail-stop or at least tb
2

+ 1 Byzantine

corrupted wires.

PROOF: We consider the following three cases:

1. More than tf − kf wires get fail-stop corrupted during first phase:

In this case, irrespective of the number of Byzantine errors, R will come to know the

exact identity of more than tf − kf wires which are fail-stop corrupted and broadcasts

their identity to S.

2. At most tf − kf and tb
2

wires get fail-stop and Byzantine corrupted respectively

during first phase:

We consider the worst case, where exactly tf − kf wires get fail-stop corrupted. Thus,

R will receive an n′ = n − (tf − kf ) length RS codeword for each Bi, which is RS

encoded using a polynomial of degree k − 1 = (X − 2tb) + tb
2

+ kf − 1. Substituting

the value of n′ and k in Theorem 2.2.6, we find that RS decoding can correct c = tb
2

and detect additional d = tb
2

Byzantine errors in each codeword. Since the number of

Byzantine errors in each codeword is at most tb
2

, the decoding algorithm will correct

them (and does not detect any additional error) and recover each Bi (and hence m)

correctly.

3. At most tf − kf wires get fail-stop corrupted but more than tb
2

wires get Byzantine

corrupted during first phase:

Suppose more than tb
2

errors occur during the transmission of eth codeword, where

e ∈ {1, 2, . . . , p}. In this case, from the previous argument, the decoding algorithm

will correct tb
2

errors and will detect additional errors (at most tb
2

) in the eth received

codeword. So R will come to know that more than tb
2

errors occurred during the trans-

mission of eth codeword. So R broadcasts the eth received codeword to S, who after

locally comparing it with the original eth codeword finds the identity of more than tb
2

Byzantine corrupted wires.

2

Remark 5 In SP-REL, R can reliably send the identity of fail-stop corrupted wires by broad-

casting a bit vector of size n, where ith bit of the vector is 1(0), if wire wi (not) delivered any
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information to R. This requires communicating O
(
n ∗ n

log(|F|)

)
field elements. In the rest of

the report, whenever we use SP-REL, we assume that R sends back the identity of fail-stop

wires using this bit-vector technique.

Lemma 3.1.5 The communication complexity of SP-REL is O

(
|m|n

(X−2tb)+
tb
2

+kf

)
+O

(
n2

log(|F|)

)
+

O(n2).

PROOF: Follows from the working of the protocol. 2

SP-REL bring to the fore an important property (given in Corollary 3.1.6) which holds for

any single phase PRMT protocol and is used to derive the lower bound on phase complexity

in the next chapter.

Corollary 3.1.6 Let S and R be connected by n ≥ 2tb + tf + 1 wires and S wants to reliably

send m to R. If S in advance knows that adversary will not do any Byzantine corruption (i.e.,

tb = 0) and will fail-stop at most tf − kf wires, 1 ≤ kf ≤ tf − 1, then S has to communicate

at least N`
(X+kf )

field elements to reliably send m. Moreover the minimum number of wires that

the adversary needs to fail-stop in order that R does not recover m is tf − kf + 1. Thus if

S does not know in advance the number of fail-stop corruptions the adversary may perform,
N`

X+kf
is a trivial lower bound on the number of field elements to be sent by S, so that either R

recovers m or comes to know the identity of at least tf − kf + 1 fail-stop corrupted wires The

above expression can also be viewed as `× X+tf
X+kf

.
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CHAPTER 4

Lower Bound

4.1 Lower Bound on Phase Complexity of PRMT Against A(tb,tf )

We now derive a nontrivial lower bound on phase complexity for any PRMT protocol which

transmits ` field elements by communicating O(b) field elements against A(tb,tf ), where ` ≤
b < n`. Recall that according to the definition of PRMT, R should correctly output the

message with probability one (no error probability). We assume that the protocol specification

is public and adversary is also aware of the steps of the protocol. Accordingly, adversary

devices his strategy. However, adversary has no access to the internal random coin tosses of

S and R. Without loss of generality, we assume that during each phase, the information sent

over each wire is of same length because using a similar argument given in Remark 4, we can

show that any PRMT protocol which sends un-equal sized information over each wire, does

no better than a protocol which sends equal sized information over each wire.

Theorem 4.1.1 Let S and R be connected by n ≥ 2tb + tf + 1 wires such that tf > 0 and

tf > (n− tf ). Then any PRMT protocol from S to R under the influence of A(tb,tf ), must run

for Ω

(
log(

tf
n−tf

)

log( cb
`

)

)
= Ω(D) phases for transmitting m, where |m| = `, with a communication

complexity of O(b) field elements, where ` ≤ b < n` and c > 1 is a positive constant.

Remark 6 The lower bound of Ω(D) phases does not hold good if tf = 0. If tf = 0, then

n ≥ 2tb + 1. So from Theorem 2.1.3, three phase is necessary and sufficient to optimally send

` field elements by communicating O(`) field elements. The lower bound also does not holds

good if tf ≤ (n − tf ). If tf ≤ (n − tf ), then we can send ` field elements by communicating

O(`) field elements in constant phases. A three phase PRMT protocol for this case is given in

section 5.2 (see Corollary 5.2.2).



PROOF: We present an adversarial behavior, against which no PRMT protocol can send m

with a communication complexity O(b) in less than Ω(D) phases. The Byzantine adversary

remain passive throughout the protocol. Any lower bound derived with this assumption is

surely a lower bound when Byzantine adversary is active. So, here only fail-stop adversary is

active. Once a wire (corrupted in fail-stop fashion) fails to deliver information through it, it is

marked as faulty wire and can be removed from the set of active (currently used) wires. There-

fore, in the beginning of any protocol, number of active wires is n and number of undisclosed

fail-stop wires is tf . Whenever a wire (fail-stop corrupted) stops the communication, it reveals

its corrupted status and thus number of undisclosed fail-stop wires reduces. Let the number of

undisclosed fail-stop wires after ith disclosure be denoted by Li. Initially L0 = tf . Informally,

the adversarial strategy is as follows: During each phase, adversary checks how much portion

of m, S is trying to send to R. This he can find out from the protocol specification. If the size

of the portion that S tries to send during a particular phase is more than a “specific” limit, then

the adversary does the minimum number of fail-stop corruption, so that R can recover only

a specific “sub-portion” of the portion sent by S. Otherwise, the adversary does no fail-stop

corruption. Specifically, after the ith disclosure of fail-stop corrupted wires, adversary does

the following:

• If S tries to send a portion of size q ≤ ` log( cb
`

) log(tf )

log(Li) log(
tf

n−tf
)

=
` log(tf )

log(Li)D then adversary

does nothing.

• Otherwise adversary tries to fail-stop the minimum number of wires so that R

can recover only ` log(tf )

log(Li)D portion of the total message that has been sent by S

(the total message is strictly greater than ` log(tf )

log(Li)D ). If this is not possible then

adversary will fail-stop in such a way that the number of undisclosed fail-stop

wires reduces to tεf , where ε is a fixed positive fraction and then remains inactive

in the rest of the protocol execution.

In the sequel, we consider three possible cases and prove for each of the cases the number of

phases is indeed Ω(D) and also show that such an adversarial act is mountable against any

protocol.

Remark 7 Throughout our computation, we use logarithm to the base e. This is because it
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will make the use of calculus easier. Also this wont change the lower bound by more than a

constant factor.

1. Claim 4.1.2 If adversary does not become active throughout the protocol, then the

protocol terminates in Ω(D) phases.

PROOF: The reason why adversary remained inactive throughout the protocol is that S

never tried to transmit more than ` log(tf )

log(tf )D field elements in any phase. Hence, denoting

the maximum message size as q that has been sent in any phase, we get,

q ≤ ` log(tf )

log(L0)D ≤ ` log(tf )

log(tf )D =
`

D because L0 = tf

So the minimum number of phases P , required to send ` field elements is given by,

P ≥ `
q

= D = Ω(D). Hence the claim. 2

2. Claim 4.1.3 If the adversary fail-stop in such a way that the number of undisclosed

fail-stop wires at the end of the protocol remains strictly greater than tεf , then the

protocol runs Ω(D) phases.

PROOF: Clearly, in this case the maximum message size sent by S in any phase is given

by,

q ≤ ` log(tf )

log(tεf )D
=

` log(tf )

ε log(tf )D =
`

εD
So even if at most q field elements are communicated in each phase, the protocol takes

P ≥ `
q

= εD = Ω(D) phases to send ` field elements. Hence the claim. 2

3. Claim 4.1.4 If the adversary fail-stop in such a manner that the number of undisclosed

fail-stop wires becomes less than or equal to tεf , then also the protocol takes Ω(D)

phases.

PROOF: So in this case the number of undisclosed fail-stop wires reduces down to less

than or equal to tεf . Suppose the adversary uses k phases denoted as Ph1, Ph2, . . . , Phk

to reduce the number of undisclosed wires from tf to tεf . We will show that k, the num-

ber of phases in which fail-stop corruption occurs is Ω(D), excluding other phases

where adversary does nothing. Let the number of undisclosed wires after Phi reduces

from Li−1 to Li. So recording the count of undisclosed wires after every disclosure

(of adversary) starting with the initial count of L0 = tf , we get a decreasing sequence
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tf , L1, L2, . . . , Lk−1, t
ε
f . Let α1, α2, . . . , αk be the number of field elements communi-

cated by S in the corresponding phases. In all these k phases, S must have tried to send

more than ` log(tf )

log(Li)D field elements of the message and the adversary exposed the min-

imum number of wires (hence after Phi reducing number of undisclosed wires from

Li−1 to Li) such that only ` log(tf )

log(Li)D field elements of the total message is recoverable by

R. Then by Corollary 3.1.6, the number of field elements αi, 1 ≤ i ≤ k transmitted in

Phi is given by αi ≥ ` log(tf )

log(Li−1)D × X+Li−1

X+Li
. This is so because during phase Phi, the

number of active wires is X+Li−1, the number of unknown errors is Li−1 and S tried to

sent at least ` log(tf )

log(Li−1)D field elements. The above mentioned attack by the adversary is

mountable since adversary is aware of αi (adversary knows the protocol specification)

and can solve ` log(tf )

log(Li)D ×
X+Li−1

X+x
= αi for x and accordingly blocks only Li−1−x wires

so that R recovers only ` log(tf )

log(Li)D field elements of the message and Li−1 reduces to Li.

Since the communication complexity of the protocol is O(b), the sum of all αi’s should
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be bounded by d b, for some constant d ≥ 1. Hence

d b ≥
k∑

i=1

αi ≥ ` log(tf )

log(tf )D × X + tf
X + L1

+
` log(tf )

log(L1)D × X + L1

X + L2

+ . . . (4.1)

+
` log(tf )

log(Lk−1)D × X + Lk−1

X + tεf

≥ ` log(tf )

log(tf )D × X + tf
X + L1

+
` log(tf )

log(tf )D × X + L1

X + L2

+ . . .

+
` log(tf )

log(tf )D × X + Lk−1

X + tεf
/*

1

log(Li)
≥ 1

log(tf )
*/

≥ ` log(tf )

log(tf )D

[
X + tf
X + L1

+
X + L1

X + L2

+ . . . +
X + Lk−1

X + tεf

]

d bD
`

≥ X + tf
X + L1

+
X + L1

X + L2

+ . . . +
X + Lk−1

X + tεf

d bD
`k

≥
(

X+tf
X+L1

+ X+L1

X+L2
+ . . . + X+Lk−1

X+tεf
)

k
/* Dividing both side by k ∗ /

≥ (
X + tf
X + L1

× X + L1

X + L2

× . . .× X + Lk−1

X + tεf
)

1
k /*as AM ≥ GM */

=

[
X + tf
X + tεf

] 1
k

Thus,
[
d bD
`k

]k

≥
[

X + tf
X + tεf

]
= X

1 + (
tf
X

)

1 +
tεf
X

≥ 1 + (
tf
X

)

1 + (
tf
X

)ε
≥ (

tf
X

)

2(
tf
X

)ε
≥ 1

2k

(
tf
X

)(1−ε)

/* since tf > X */

[
2d bD

`k

]k

≥
(

tf
X

)1−ε

⇒
[

a b log(
tf

n−tf
)

`k log( cb
`
)

]k

−
(

tf
n− tf

)1−ε

≥ 0 /* a = 2d , a ≥ 2 ∗ /

Let Y =

[
a b log(

tf
n−tf

)

`k log( cb
`

)

]k

−
(

tf
n−tf

)1−ε

. So, for our desired PRMT protocol the value of

k should be such that Y is non-negative.

Lemma 4.1.5 Any protocol which takes k rounds the corresponding value of Y should

be non negative.

PROOF: By the above argument. 2

Lemma 4.1.6 Y =

[
a b log(

tf
n−tf

)

`k log( cb
`

)

]k

−
(

tf
n−tf

)1−ε

is an increasing function for all k ≤
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ab log(
tf

n−tf
)

` e log( cb
`

)
= abD

e `

PROOF:

Y =

[
a b log(

tf
n−tf

)

`k log( cb
`
)

]k

−
(

tf
n− tf

)1−ε

(4.2)

Y =

(
Z

K

)k

− Z ′ where Z =
a b log(

tf
n−tf

)

` log( cb
`
)

and Z ′ =
(

tf
n− tf

)1−ε

log(Y + Z ′) = k log(Z)− k log(k)

1

Y + Z ′
dY

dK
= log(Z)− k log(k)− 1

dY

dK
=

(
Z

k

)k [
log(

Z

K e
)

]

Now putting dY
dK
≥ 0, we get

(
Z

k

)k [
log(

Z

K e
)

]
≥ 0 (4.3)

⇒ Z

K e
≥ 1

⇒ k ≤ Z

e
=

a b log(
tf

n−tf
)

e ` log( cb
`
)

=
abD
e `

2

Lemma 4.1.7 D
ac

< abD
e `

PROOF: Recall that c ≥ 1 and a ≥ 2. Also e = 2.73... Thus,

a ≥ 2 ⇒ a2 ≥ 4 ⇒ 1 ≥ 4

a2
⇒ c >

4

a2
>

e

a2
⇒ a

e
>

1

ac
(4.4)

Hence D
ac

< aD
e

< abD
` e

, since b ≥ ` 2

Lemma 4.1.8 The value of Y =
[

abD
`k

]k −
(

tf
n−tf

)1−ε

is non-positive at k = D
a c

for all

a ≥ 2 and some specific positive fraction ε.

PROOF: We prove this by contradiction. So let Y be non-negative at k = D
a c

. This

implies at k = D
a c

,
[

abD
`k

]k ≥
(

tf
n−tf

)1−ε

holds. So, putting k = D
a c

in this relation and
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simplifying we get,
[
a2bc

`

] D
a c

≥
(

tf
n− tf

)1−ε

D
ac

[
log(

cb

`
) + 2 log(a)

]
≥ (1− ε) log(

tf
n− tf

) /* Taking log on both sides */

log(
cb

`
)

[
1

ac
− (1− ε)

]
+

2 log(a)

ac
≥ 0 /* putting value of D and simplifying */ (4.5)

As the value of c and ε are under the control of adversary he chooses then to be c =

a10 + 1{c ≥ 210 + 1} and ε = 0.4.

2 log(a)

ac
≥ log(

cb

`
)

[
(1− 0.4)− 1

ac

]
/* ε = 0.4 */ (4.6)

2 log(a)

ac
≥ log(c)

[
0.6− 1

ac

]
/* b ≥ l */

2 log(a)

ac
≥ 10× log(a)

[
0.6− 1

ac

]
/* c ≥ a10 */

2

ac
≥ 6− 10

ac
/* canceling log(a) on both sides*/

12

ac
≥ 6

2 ≥ ac

The final equation is obviously wrong as a ≥ 2 and c = a10 + 1.Hence this is a

contradiction that Y is non-negative at k = D
a c

. Hence the lemma. 2

By Lemma 4.1.6, 4.1.7, 4.1.8 we can see that Y is negative for all values of k ≤ D
ac

.

Hence by Lemma 4.1.5, any valid protocol Y should be non-negative for which k >

D
a c

= Ω(D).

Thus, in all three cases, we proved that the number of phases required is Ω(D). This completes

the proof of Theorem 4.1.1. 2

We now dispose two important corollaries of our lower bound result.

Corollary 4.1.9 Any PRMT protocol over n = tf + 1 wires, influenced by Atf (i.e., tb = 0),

must run for Ω(log(tf )) phases to reliably send ` field elements by communicating O(`) field

elements.

Thus against only fail-stop adversary over a minimal connected network, it takes log(tf )

phases to achieve reliability with constant factor overhead. Comparing this with Theorem 2.1.3,
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we find that even though fail-stop adversary is much weaker than Byzantine adversary, it takes

more phases against fail-stop adversary to achieve reliability with constant factor overhead.

The reason behind this surprising result was explained earlier in Chapter 3. Theorem 2.1.3

and Corollary 4.1.9 defines the phase complexity lower bounds for two extreme cases. The

intermediate scenario is captured by the following corollary which brings out the fundamental

inherent trade-off between phase complexity and communication complexity in the presence

of A(tb,tf ).

Corollary 4.1.10 Let S and R be connected by 2tb + tf + 1 wires, influenced by A(tb,tf ), such

that tb, tf > 0 and tf > (n− tf ). Then any PRMT protocol must run for Ω(log(
tf
tb

)) phases to

reliably send ` field elements by communicating O(`) field elements.
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CHAPTER 5

Upper Bound

5.1 Upper Bound on Phase Complexity of PRMT Against A(tb,tf )

Let S and R be connected by n ≥ 2tb + tf + 1 wires, under the influence of A(tb,tf ). We now

provide a PRMT protocol PRMT-II, which terminates in O(D) phases and sends a sufficiently

large message m containing ` field elements (` will be fixed shortly) by communicating O(b)

field elements where ` ≤ b < n` and D =
log(

tf
n−tf

)

log( cb
`

)
. This shows that the bound proved in

Chapter 4 is tight. We first design a three phase PRMT protocol called PRMT-I, which is used

in PRMT-II.

5.2 A Three Phase PRMT Protocol

In protocol PRMT-I, S and R are connected by N ≥ 2tb + T + 1 wires, of which at most

tb could be Byzantine corrupted and T ≤ tf could be fail-stop corrupted. Also n − tf =

N − T = X . The protocol reliably sends M containing L field elements by communicating

O(NL
X

) field elements, where L ≥ N2.

Theorem 5.2.1 Protocol PRMT-I reliably sends M , containing L field elements, in at most

three phases by communicating O(NL
X

) field elements, where X = (n−tf ) = N−T ≥ 2tb+1

and L ≥ N2.

PROOF: We prove the theorem for the worst case, when during Phase I, the fail-stop adversary

blocks all T wires under its control. So during Phase I, R receives n′ = N−T values for each

Bj, 1 ≤ j ≤ z, which are RS encoded using polynomials of degree k−1 = (X−2tb)+
tb
2
−1.

Putting the values of n′ and k in Theorem 2.2.6, we find that RS decoding can correct c = tb
2

errors and simultaneously detect additional d = tb
2

errors in each of the z received codewords.

If at most tb
2

errors occur during first phase, then the decoding algorithm will correct these



errors and will not detect additional errors in any received codeword. So R will recover each

Bj (and hence m).

On the other hand, if more than tb
2

errors occur during Phase I, then ∃e, e ∈ {1, 2, . . . , z},

such that eth received codeword contains more than tb
2

corrupted values. So, RS decoding will

correct tb
2

errors and simultaneously detect the remaining faults (which is at most tb
2

). Hence

R sends back eth received codeword to S, who after comparing it with the original codeword

of Be, finds the identity of more than tb
2

faults and saves them in Lfault. By broadcasting

Lfault, S informs the identity of these faulty wires to R. Finally S re-sends M by using PRU-

SP(M, |M |, N, tb, T, |Lfault|), which from Theorem 3.1.3 will be executed successfully.

During Phase I, S communicates O

(
|M |

(X−2tb)+
tb
2

∗N

)
= O(NL

X
) field elements because

|M | = L. During Phase II, R communicates O(N2) field elements by broadcasting the eth re-

ceived codeword. During Phase III, S re-sends M by executing PRU-SP(M, |M |, N, tb, T, |Lfault|),
which communicates O

(
|M |

(X−2tb)+|Lfault| ∗N
)

= O(NL
X

) field elements because tb
2

< |Lfault| ≤
tb. Since, L ≥ N2, the total communication complexity is O(NL

X
). 2

Corollary 5.2.2 1. If X ≥ T , then X = Θ(N) because N = X + T 1. Hence, in this

case protocol PRMT-I sends L field elements by communicating O(L) field elements,

where L ≥ N2.

2. If T > X , then T = Θ(N) because N = X +T . Hence, in this case protocol PRMT-I

sends L field elements by communicating O(LT
X

) field elements, where L ≥ N2.

5.3 A Worst Case O(D) Phase PRMT Protocol

Here S and R are connected by n ≥ 2tb + tf + 1 wires. The protocol PRMT-II has the

following properties: (i) If X ≥ tf , then it sends m in three phases by communicating O(|m|)
(recall b ≥ |m| = `) field elements. (ii) If X < tf , then either it reliably sends the message

m or reduces the number unknown fail-stop errors from tf to X , both in O(D) phases by

communicating O(b) field elements, where |m| = `, D =
log(

tf
n−tf

)

log( cb
`

)
and b ≥ |m|. In the later

case when fail-stop faults reduces from tf to X , the message is sent using three phase PRMT

protocol PRMT-I. To design the protocol, we use protocol SP-REL (Chapter 3) as a black-

box. In PRMT-II, N and T denote the number of active wires (which are used in the protocol)
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Protocol PRMT-I - A Three Phase PRMT Protocol
Phase I: S to R

1. S divides M into blocks B1, B2, . . . , Bz , each of size (X − 2tb + tb

2 ), where z = d |M |
X−2tb+

tb
2

e. For each

Bj , 1 ≤ j ≤ z, S computes a RS codeword of size N , denoted by [Cj1 Cj2 . . . CjN ]. Finally, through
wire wi, 1 ≤ i ≤ N , S sends Cji, 1 ≤ j ≤ z.

Phase II: R to S

1. R receives information through N ′ wires where N − T ≤ N ′ ≤ N . R applies RS decoding algorithm
to each of the received codewords and tries to correct tb

2 errors and simultaneously detects additional tb

2

errors in each codeword.

2. IF the decoding algorithm does not detect additional faults (after correcting tb

2 errors) in any codeword, R
correctly recovers each Bj , concatenates them, recovers M and terminates the protocol by broadcasting
”SUCCESS” signal (see Theorem 5.2.1).

3. ELSE if ∃e ∈ {1, 2, . . . , z}, such that decoding algorithm detects additional errors (after correcting tb

2

errors) in the eth received codeword, then R broadcasts an ”ERROR” signal, the eth received codeword
and index e. R also sends an n length bit-vector, indicating the index of the wires over which it has not
received any information. /* If there are more than one e, then R randomly selects one. */

IF S receives ”SUCCESS” signal, then S terminates the protocol. ELSE S receives ”ERROR” signal, index e,
eth codeword as received by R in Phase I and initiates Phase III as follows:
Phase III: S to R

1. S compares the original and the received (from R) eth codeword to identify more than tb

2 faulty wires
(which delivered incorrect information to R during Phase I). S saves the identity of corrupted wires in a
list Lfault. S broadcasts Lfault to R, re-sends M by executing PRU-SP(M, |M |, N, tb, T, |Lfault|) and
terminates the protocol.

Local Computation by R (If it has Sent ”ERROR” Signal During Phase II)
R correctly receives Lfault and comes to know the identity of |Lfault| > tb

2 Byzantine corrupted wires. R finally
recovers M as in PRU-SP(M, |M |, N, tb, T, |Lfault|) and terminates the protocol.

and the number of unknown fail-stop errors respectively during the execution of the protocol.

Notice that N and T always maintain the relationship N − T = n− tf = X . Both N and T

are global variables which are updated by S and R in parallel, after every disclosure of fail-

stop corrupted wires. Initially N = n and T = tf . S and R also maintain a list of active wires

which is periodically updated during the execution of PRMT-II. We now describe PRMT-II.

Size of `: If PRMT-II calls PRMT-I to send M ′, then M ′ will contain at least one chunk

of m of size `
D . Since PRMT-I requires the minimum message size (L) to be N2 (where

N ≤ n), we take |m| = ` = n3, which ensures that |M ′| = n3

D ≥ n2 ≥ N2.
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Protocol PRMT-II (m,n, tb, tf ): S and R are connected by n ≥ 2tb + tf + 1 wires

1. IF X ≥ tf , then S sends m by executing the three phase PRMT-I protocol (see Lemma 5.3.1). /*
X = n− tf */

2. IF (X < tf ) AND (D < 1), then S sends m by executing the three phase PRMT protocol PRMT-I (see
Lemma 5.3.2)

3. IF (X < tf ) AND (D ≥ 1), then S and R does the following:

(a) S and R initializes N = n, i = 1 and T = tf . S breaks m into chunks B1, B2, . . . , Bq each of size
`
D (so q = D).

(b) While (i ≤ q) AND (T > X) DO /* X is now N − T = n− tf */

i. S sets kf = T `
cb and executes SP-REL(Bi, N, tb, T, kf ) by using the block size as k =

(X − 2tb) + tb

2 + kf and waits for feed-back. /* Recall that k is the block-size which is used
in SP-REL.*/

ii. Success: If S receives ”SUCCESS” signal, then S increments i and continue with the next
iteration. /* S concludes that R has received Bi correctly */

iii. Failure because more than T − kf wires are blocked by the adversary: If S receives
”ERROR1” signal, a value a and an n length bit vector (whose ith position equal to 0 indicates
that R has received no information over wire wi), then S and R globally sets N = N−a, T =
T − a. S and R also remove the a wires (whose corresponding bit value in the bit-vector is 0)
from the list of active wires

iv. Failure due to the occurrence of more than tb

2 Byzantine Fault: If S receives ”ERROR2”
signal, index e and eth codeword (as received by R), then after doing local verification, S
identifies more than tb

2 Byzantine corrupted wires, which it saves in a list Lfault. S then
broadcasts Lfault to R and then both S and R globally set N = N − |Lfault| and remove the
wires in Lfault from the list of active wires. Now number of Byzantine faulty wires in the set
of active wires is less than tb

2 . /* T remains unchanged in this case. */

(c) If i > q then terminate the protocol. Else S sends the remaining portion of the message, say M ′,
consisting of chunks Bi, Bi+1, . . . , Bq by executing the three phase PRMT protocol PRMT-I.

The analysis of PRMT-II is divided into two cases: (i) When X ≥ tf (ii) When X < tf .

The second case has further two sub-cases, depending upon whether D ≥ 1 or D < 1.

Lemma 5.3.1 If X ≥ tf , PRMT-II sends m in three phases by communicating O(`) field

elements.

PROOF: Follows from Corollary 5.2.2(1), by substituting N = n, T = tf and L = |m|, where

|m| = n3. 2

Lemma 5.3.2 If X < tf and D < 1 then PRMT-II sends m in three phases by communicat-
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ing O(b) field elements.

PROOF: If X < tf then n = Θ(tf ) because n = X + tf . Also if D < 1 then it implies

log( cb
`
) > log(

tf
n−tf

) ⇒ cb
`

>
tf

n−tf
⇒ b >

tf `

c(n−tf )
⇒ b >

tf `

cX
. Thus, we require to send ` field

elements by communicating O
(

tf `

X

)
field elements. Since ` ≥ n3, PRMT-II have to send

n3 field elements by communicating O
(

n3tf
X

)
field elements. Now substituting T = tf , N =

n, L = n3 and N = Θ(T ) in Corollary 5.2.2(2), we find that this can be done in three phases

by executing PRMT-I. 2

Lemma 5.3.1 and Lemma 5.3.2 prove the properties of PRMT-II for two cases. Now we

analyze the properties of PRMT-II for the case when X < tf and D ≥ 1. In this case, the

execution sequence is as follows: S sequentially selects a chunk Bi of size `
D from the message

m. S then executes SP-REL to send Bi using (X − 2tb) + tb
2

+ kf as the block-size, where

kf = T `
cb

. In this process either (a) R recovers Bi or (b) S identifies at least T − kf + 1 fail-

stop corrupted wires or more than tb
2

Byzantine corrupted wires, which subsequently S and R

removes from their list of active wires. In the first case R receives Bi and then S selects the

next chunk Bi+1 and repeats the same process. In the later cases, depending upon the type of

identified faulty wires, S re-sets the block-size and tries to re-send the same Bi by executing

SP-REL. Note that if more than tb
2

Byzantine corrupted wires are identified, then the same

block size is used to re-send Bi, whereas if more than T − kf fail-stop corrupted wires are

identified then block-size becomes (X − 2tb) + tb
2

+ kf , where kf is reduced at least by a

factor of ( cb
`
). This process will continue until the entire m is received by R or the number

of unknown fail-stop faults T becomes less than or equal to X . When number of unknown

fail-stop faults T becomes less than or equal to X , S sends the remaining portion of m, say

M ′, by executing the three phase PRMT protocol PRMT-I, which will optimally send M ′ by

communicating O(|M ′|) field elements. Thus the principle of the protocol is as follows: In

each phase, S tries to send a fixed portion of m using SP-REL. Now either SP-REL will be

successful or both S and R comes to know the identity of some faulty wires. After repeating

this process for O(D) iterations S will be able to send m to R.

Remark 8 In PRMT-II, when SP-REL gets executed successfully, R does not communicate

the identity of the wires which stops communication (at most T − kf ). Therefore, the list of
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active wires remains unchanged at both ends. This does not affect communication complexity

and phase complexity of the protocol because if in some phase, SP-REL is executed success-

fully, then S sends the next `
D portion of m using the same value of k, in the next phase. So

if the number of errors remains same this time also, SP-REL will be executed successfully,

otherwise more than T − kf errors will be revealed.

Lemma 5.3.3 In PRMT-II, if SP-REL fails due to more than tb
2

Byzantine errors, then in

the remaining phases, SP-REL can fail only due to occurrence of more than T − kf fail-stop

errors.

PROOF: In the protocol, once SP-REL fails due to the occurrence of more than tb
2

Byzan-

tine errors, then both S and R will know the identity of these wires. Now in the remain-

ing executions of SP-REL, at most tb
2
− 1 Byzantine errors can occur. If in all these re-

maining executions, each time at most T − kf fail-stop errors occur, then R will receive

n′ = N − (T − kf ) values for each codeword, which are RS encoded using a polynomial of

degree k − 1 = (X − 2tb) + tb
2

+ kf − 1. Putting these values in Theorem 2.2.6, we find that

decoding algorithm will be able to correct c = tb
2

errors in the codewords and hence SP-REL

will be successful. 2

Lemma 5.3.4 In PRMT-II, if during any phase SP-REL fails due to occurrence of more than

T − kf fail-stop errors, then T is reduced at least by a factor of cb
`

.

PROOF: From Lemma 3.1.4, if SP-REL fails due to the occurrence of more than T − kf fail-

stop errors, then the number of unknown fail-stop errors reduces to at least T −(T −kf +1) =

kf − 1 = T `
cb
− 1. 2

Theorem 5.3.5 If X < tf and D ≥ 1 then PRMT-II terminates in O(D) phases.

PROOF: In this case, the phase complexity of PRMT-II is bounded by the number of times

SP-REL protocol is executed in the protocol. There are q = D chunks of m and SP-REL is

executed at least once for each of them. If each chunk is sent successfully in a single attempt,

then the phase complexity of PRMT-II is O(D). On the other hand, from Lemma 5.3.4, each

un-successful execution of SP-REL reduces the number of unknown fail-stop errors T at least

by a factor of cb
`

. Also, from Lemma 5.3.3, SP-REL can fail only once due to Byzantine

errors. Hence the number of un-successful executions of SP-REL required to bring the num-
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ber of unknown fail-stop errors T , from its initial value of tf to n − tf (= X) is bounded by

O(
log(

tf
n−tf

)

log( cb
`

)
) = O(D). Once, T becomes less than or equal to X , then the remaining message

is sent in three phases by executing PRMT-I. Thus even if adversary alternately allows some

(un)successful executions of SP-REL followed by some unsuccessful(successful) executions

of SP-REL, the phase complexity of PRMT-II remains as O(D). 2

Theorem 5.3.6 The communication complexity of PRMT-II is O(b), where ` ≤ b < n` and

` ≥ n3.

PROOF: In PRMT-II, if step 1 is executed, then from Lemma 5.3.1, the communication com-

plexity of the protocol is O(`) = O(b). Similarly, if step 2 is executed, then from Lemma 5.3.2,

the communication complexity of the protocol is O(b). However, if step 3 is executed, then

the communication complexity of PRMT-II is computed as follows:

To send a chunk Bi of size `
D , S executes SP-REL with block-size k = (X − 2tb) +

tb
2

+ kf = (X − 2tb) + tb
2

+ T `
cb

. Also at every stage of the protocol N = T + X . From

Lemma 3.1.5, the number of field elements sent by S during an execution of SP-REL is given

by
`
D

(X−2tb)+
tb
2

+T `
cb

∗ (X + T ). Since, T > X , by increasing the numerator and decreasing

the denominator, the above expression is bounded by `
D ∗ dT

T `
cb

= dcb
D = O

(
b
D

)
, where d is a

positive constant. From Theorem 5.3.5, the overall phase complexity of PRMT-II is O(D).

Thus, the total number of field elements communicated by S is O(b). In the protocol, each time

SP-REL fails, R broadcasts an n length bit vector, which requires communicating O
(

n2

log(|F|)

)

(see Lemma 3.1.5 and Remark 5). Since, in PRMT-II, the number of failures of SP-REL is

bounded by O(D), the total number of field elements communicated by R in the protocol is

O
(

n2D
log(|F|)

)
. Also, if SP-REL fails due to the occurrence of more than tb

2
Byzantine errors,

then R broadcasts a codeword, incurring a communication complexity of O(n2). Moreover,

from Lemma 5.3.3, this will happen only once. Since |m| = n3 and b ≥ |m|, the overall

communication complexity of PRMT-II is O(b) + O
(

n2D
log(|F|)

)
+ O(n2) = O(b). 2

31



CHAPTER 6

Conclusion

6.1 Conclusion

The efficiency of any PRMT protocol is expressed using three parameters; the connectivity

of the underlying network (n), the number of phases (r) and the number of field elements

(b) communicated during the execution of the protocol. One of the major contributions of

this thesis is a novel way to establish a lower bound for the number of phases and bring out

a relation describing trade-off existing between connectivity, communication complexity and

phase complexity. The second major contribution is a protocol that works on any sufficiently

connected network that simultaneously are phase optimal and communication optimal. As a

significant and highly non-intuitive corollary is that any PRMT protocol requires Ω
(
log(

tf
tb

)
)

phases, to send ` field elements with communication complexity O(`), in a network that is

2tb + tf +1 -connected. The lower bound in some sense shows that a very highly fault tolerant

network cannot be built without an increase either in communication complexity or number

of rounds needed for the communication.

6.2 Open Problems and Future Directions

We believe that the proof for lower bound is of independent interest which can be applied to

solve problems in other models. The result of this work is negative. It is worthwhile to look

into the following problems.

• Generalize this result to different models such as non-threshold model, hyper-graphs,

random fault models, multi-cast. In the random fault model one looks at the expected

behavior instead of worst case behavior. The result to multi-cast can be easily gener-

alized if there is a efficient way to find deterministic network coding with certain nice



properties. Certain work for non-threshold adversary from a polynomial set has been

done in [15].

• In this result we get a lower bound and a corresponding protocol albeit to some constant

factor. To get a Protocol and a lower bound to exact constant would be worthwhile and

would reveal additional insights into the problem. Also the minimum message size is

quite large for the proposed protocol. One more important direction to pursue would be

to bring this down as well as prove better lower bounds for very small message sizes.

• The result in this work concentrates on phase complexity. There has been some re-

search done in the direction of round complexity in [2]. This problem is also important.
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