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$$
\operatorname{Pr}(\text { choose } x \text { from choice set } C)=\frac{\exp \left(u_{x}\right)}{\sum_{y \in C} \exp \left(u_{y}\right)}
$$
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Context effects are common
(Huber et al., 1982; Simonson \& Tversky, 1992; Shafir et al., 1993; Trueblood et al., 2013)
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## Notes

1 NL, CDM, and EBA all subsume MNL
2 These are all random utility models (RUMs) (Block \& Marschak, 1960)
3 Can learn utilities from choice data (SGD on NLL)
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## Model training

Optimize NLL using PyTorch's Adam with amsgrad fix (Kingma \& Ba, 2015; Reddi et al., 2018; Paszke et al., 2019)
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Optimal
$Z=\{$ bike, walk $\}$
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## Takeaways

1 Influence group preferences by modifying the choice set
2 NP-hard to maximize consensus or promote items
3 Promotion is easier than achieving consensus
4 Approximation algorithm that works well in practice

## Availability

Data and source code hosted at https://github.com/ tomlinsonk/choice-set-opt.
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