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LAN MAN WAN

Test Mbits FPS Jitter FPS Jitter FPS Jitter
Min | Avg | Max | Avg |Min |Avg |Max |Avg [Min |Avg |Max |Avg
Ferris-1 1.25 30.0 30.00 0.0 0.0 30/0 300 0.0 op 40 174 194 28.6
Ferris-2 25 30.00 30.0, 0.0 0.0 30/0 300 0. 0.p 40 162 194 30.6
Ferris-4 5.0 30.00 30.0, 0.0 0.0 6. 286 112 4p 200 77 63 116
Andre-1 | 2.83 30.00 30.0, 0.0 0.0 207 2555 17,0 135 50 9|0 118 324
Andre-2 | 5.66 25.00 29.6| 134 1.7 1710 240 171 134 50 84 122 385.2
Andre-4 | 11.2 8.0 | 20.2| 44.1 15. 2.0 121 518 340 20 44 660 121

Table 2: Experimental Results

Table 2 shows the measured fidelity of the reconcongestion quickly and to use this information to adapt
structed video. Each experiment is listed by the networkransmission parameters. Their work is intended for low
environment, the movie, and the number of simultalatency applications like video conferencing. Nv [4], a
neous streams. For example, the row labeled “Ferris-4Video conferencing tool popular on the Internet, uses a
corresponds to the experiments using 4 simultaneousustom compression technique that is robust to packet
MPEG streams. The average values are computed bgss. Delgrossi and Halstrick have proposed using multi-
averaging over all four streams; the worst-case value apge multicasting trees to support best-effort delivery of
computed using the worst-case of any of the streams. prioritized media units[2]. Yavatkar and Manoj study

In most cases, the fidelity of the Ferris sequence wasvo forward error correction (FEC) strategies in a multi-
quite good. Note, for example, that it played perfectlycasting simulation study [14]. And, the Priority Encoded
on the LAN, and very well on the MAN. On the WAN, Transmission project [1], implements an FEC strategy
the average frame rate was over 17 frames per secotitat uses prioritization. Their method has the property
(fps) for one stream, 16 fps for two, and 7 fps for four.that it requires no flow control or ARQs and high prior-
Moreover, the playback was smooth on average, as indity media units can be reconstructed even in high loss
cated by the low playback jitter. The frame rate on theonditions.

WAN, however, occasionally dropped to unacceptable The primary contribution of this work is 1) it details
quality (2 to 4 fps). encoding-specific prioritization algorithms that maxi-

Andre also played well up to the point where the netmize the quality of the reconstructed stream and 2) it
was overloaded (e.g., trying to send 11 Mbits on thelescribes a ARQ transmission protocol that delivers
LAN). Moreover, the average jitter was low, indicating media units in priority order. Our future work will
that the prioritization helped smooth out the networkinclude extending this work to support lower latency
congestion. applications such as video conferencing.

The fidelities of the reconstructed audio streams are
not listed due to space, but the quality was typicallyReferences

quite high. The effective sampling rate was 6kHz in the[l] A. Albanese, J. Blomer, J. Edmonds, M. Luby, M

worst cycle, and 7.9 kHz on average. Sudan, Priority Encoding TransmissignSympo-
: sium on Foundations of Computer Science, Octo-
6. Related Work and Conclusions ber. 1994. P
Many other researchers have investigated best-effofb] | pelgrossi, C. Halstrick, et. aMedia Scaling for
transmission protocols. TCP [10] is perhaps the most  aAydio Vidual Communication with the Heidelberg
well known best-effort protocol, and the Xphone system  Transport SystemProceedings of ACM Multime-
at Columbia uses TCP for audio and video transmission  gig 93, (Anaheim, CA, August 1-6, 1993). Associa-

[3]. Most other systems are based on UDP. Jeffay tion for Computing Machinery Press, New York,
[5,11,12] has investigated several techniques to detect 1993 pp. 99-104



In the second phase, which takes place at the source, LAN or WAN)?
the feedback unit is used to calculate two parameter8. How well do the prioritization algorithms work?
estBWand ItBW. LtBW is updated using a weighted Two canonical movies were used in these tests. The
average of theecvdBWmeasurements: audio portion of both movies was encoded as 8kHz

tBW = [tBW+ (recvdBW- [tBV)// 64 uncompressed audio. The video portion of one movie
LtBW (“long-term bandwidth”) is an estimate of the was encoded as a 352x240 MPEG bitstream (“Ferris
maximum bandwidth available on the connection in théVheel”), and the video portion of the other movie was
absence of congestion. As such, it is only updated wheencoded as a 320x240 motion-JPEG bitstream (“Andre
either the loss is non-zero, which means the connectioand Wally B.”). Each movie lasted 60 seconds. Table 1
is uncongested, or wherecvdBWis greater than the lists characterizes the video portion of these movies.
current value oftBW, which means the current value of

[tBWis low. . .

OnceltBW is updatedestBWis computed usintiBW, Movie | Bitrate | Frame-Size (KBytes)
meanDelayL, and two parameters associated with the (Mbits) min/avg/max
connection, the expected loss rae () and the expected Ferris 1.25 2 0/5.1/16.6
delay O, ). The following strategy is used:

if (L>X){ Andre 2.83 7.9/11.5/13.1

estBW = (1-L)*ItBW/(1-X);
} else if (meanDelay > Dt) {
estBW = (1+X)*[tBW*Dt/meanDelay;

Table 1: Characterization of the experimental streams

| Six experiments were conducted on three networks,
yelse {tBW = (1+X)BW- for a total of 18 experiments. The networks used were a
} es = (1+X) ' 10 Mbit/second Ethernet (LAN), a metropolitan area
. . . network with three subnets connected by two gateways
The effect of this sfcrat(_agy s to lower estBW it e_'ther(MAN), and an Internet connection between UC Berke-
the loss or the delay is hlgh_er than expect(_ad ('ZEMf ley and Cornell University with 18 gateways (WAN).
?hr rrlmteBz\i/r\}D(lalay >B. Ot?ergls% th;hbandwm?h |s|stettt;) We estimated the maximum usable bandwidth of each
€ plus some extra bandwidth proportional to the, o, by sending several unregulated streams of data-
expected loss rate. Finally, if the result is outside th%rams at varying rates and measuring the maximum
range [ntandV\_/ldthmaxBandmdt_]) estBwis set to end-to-end bandwidth. The results indicate that the LAN
either minBandwidthor maxBandwidthto ensure that was capable of 9 Mbits/second, the MAN was capable
the bandwidth never rises above what is needed or sinl& 5 Mbits/second. and of the WAN was capable of 1.2
be(l)ow a_t(;wesff;ol?. f this fi trol sch is that th Mbits/second. We also characterized the available band-
ne side-efiect of this flow control scheme 1S thal g, ;4 ¢ 4| three networks using TCP. The results were

system can control the relative bandwidth allocated t% 6 Mbits on the LAN. 580 Kbits on the MAN. and 104
different streams. For example, suppose an audio andKéoits on the WAN ' ’

y|deo stream are sent from a ﬂl_e server to a ch_ent using .o experiments consisted of sending one to four
independent CUDP connections. By setting the

) . simultaneous copies of a movie using CUDP on each
expected drop rate of the audio stream to be higher thqﬂatwork. Traces of the received packets were recorded

that of the video stream, the audio stream will receive, 4 Lsed to calculate the fidelity of the streams that

more bandwidth than the video stream when congestio\pvouId be played at the receiver. The fidelity of audio

occurs, since the video stream will lower its transmls—Was measured as the effective sampling frequency of the

si(_)n rate first. Conseque_ntly, audio quality will be main_reconstructed stream, while the fidelity of video was
talne_d through congestion, at the expense of V'de%easured as the playback rate (in frames/second -- fps)
quality. and theplayback jitter Playback jitter is a measure of
. the smoothness of the video stream. It is defined as the
5. Experimental Results standard deviation of the interframe playback time com-
This section describes a set of experiments performeguted over a one second window. Small values of jitter
to evaluate the performance and behavior of CUDP irorrespond to smooth play, large values to jerky play. A
various scenarios. The questions we wanted to answeule of thumb is that the playback is perceived as

were; smooth if the playback jitter is less than half the inter-
1. How well does CUDP estimate and share the bandframe playback time. For a more complete description
width available on a network? of the experimental conditions, results, and a discussion

2. How well does it work on different networks (e.g., of playback jitter, see [9].



accordingly, theburstld of each packet is set to one andextra buffering).
the packets are marked asnt (time T;). Suppose
packet one is lost, but packet two arrives intact. The des4., Flow Control
tination marks packe'_c two as received and sends an cnp ges an estimate of the available channel band-
éEF? (;Ot;fagﬁt ol\jllgavxl\f:hflrfjtﬁgds?)?;:catletgelnfjdseggtcekitsmdth’ estBW for flow control. The estimate is com-

' | ' . puted using measurements taken over periods known as
three and four in burst 2 §J; but packe_t three is lost. measurement period§MPs), whose boundaries are
Shortly thereafter (J), the source receivesARQ b1,

. defined by the source. MPs typically last 100-200 milli-
p1> and marks packet one assent When the destina- seconds y ypicaly
tion receives packet four, it issues an ARQ for packets The méasurement process during an MP can be bro-

one and three<ARQ b_2, P[1,3]%). During burst 3, ken into two phases. In the first phase, which takes place
pe_lcket one and packet five are markedeand trans- in the receiver, the following values are measured:
mitted, with theburstld of each set to thre@he source - meanDelaythe average end-to-end packet delay.
then receives the second ARQ, but ignores the redun- recvdBWthe bandwidth received.

dant ARQ for packet one since therstidin the ARQ is « L, the fraction of bytes lost

2, but packet one was resent during burst 3. Only the — '

To measure the end-to-end delay of each packet, the

request for packet three is valid, so packet three i?ollowing method is used. When each packet is trans-
marked asunsent It is sent in burst 4, along with an

mitted, a field in the packet header is set to the value on
enad-of-cycle (EOC) packet. the sender’s system clock. When the packet is received,
o this value is subtracted from the value on the receiver’s
Source Destination system clock to get a differena®, . The minimum value
<b1, p1> To of & over the MP is the skew of the system clocks plus
<bl, p2> X the minimum flight time of a packetwe call this quan-
<b2, p3> Ta y <ARQ b1, p1> tity S The value oSfrom the previqus MP is subtracted
<b2, p4>T‘$< from & to get the measured delay:
Ts <ARQ b2, p1, M =8-S,y
zgg géi b2, p3> Finally, meanDelayis computed fronM using the same
T, method as TCP [10]:
<ba, p3>T5 err = M—meanDelay
<b4, EOC> meanDelay = meanDelay err8
FR: To computeL and recvdBW the source counts the

number of bytes transmittedytesSentand the destina-
tion counts the number of bytes receivbgtésRecvd

The counters are reset at the beginning of each MP. The
source sets three fields in the header of every packet that
indicate 1) the MP identifier (used by the destination to
detect new MPs), 2) the number of bytes sent by the
T, source during the previous MP, and 3) the duration of
Figure 1: Cyclic-UDP example the previous MPropDuration).

When the receiver detects a new MP, it computes
CUDP gives high priority media units a better chance2ndrecvdBW

of delivery because, in the event of packet loss, they get L = 1-DbytesRecvd bytesSent

more chances for retransmission than units later in the recvdBw= bytesRecvd mpDuration

queue. Assuming each packet has probabity 1 of Finally, the destination packages up the computed val-
being lost, then the probabilftyof a packet being lost yes ofmeanDelayrecvdBW andL in afeedback unit,

afterk delivery attempts istk . Sindeis approximately \hich is sent to the source as a UDP datagram, ending
the cycle length divided by the round trip time, high pri-phase one.

ority packets can be given arbitrarily high probability of
delivery by making the cycle lengths large (at the cost of
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3. A side effect of this measurement process is that the
skew can be used to provide crude clock synchroniza-
tion between the sender and the receiver.

2.This calculation assumes that the chance of packet
loss on each delivery attempt is independent.



In motion-JPEG video, each frame is compressedion describes CUDP’s error correction mechanism to
independently using JPEG compression [13]. Our priorsupport this function.
itization algorithm for motion-JPEG attempts to mini- At the beginning of the cycle, CUDP fragments the
mize the chance of sequential frame losses bynedia units intopackets attaches a header to each
prioritizing media units usingnverse binary order packet (for sequencing and loss detection), and places
(IBO). The IBO of a sequence of media units is obtainedhe packets in a queue called thacketQueueThe
by assigning each media unitérame numberstarting  packetQueue is sorted by packet priority: high priority
from zero. The media units are then sorted using thpackets are near the front of the queue, low priority
reversal of the binary representation of the frame numpackets towards the rear. In addition, the sender marks
ber as a key. The resulting sorted list is in IBO. each packet asnsent

For example, suppose fifteen frames are prioritized Packets are sent in a series of bursts, where 0p to
using IBO. The list of frames in priority order, highest bytes are sent. The parametelimits the burstiness of
first, is: {0, 8, 4, 12, 2, 10, 6, 14, 1, 9, 5, 13, 3, 11, 7}.the stream. In each burst, the queue is scanned front to
Suppose half the frames are lost due to congestion. Prback and each unsent packets encountered is sent as a
vided these are the lowest priority frames (a conditiortUDP datagram and marked aent The sender also
that is enforced by CUDP’s error correction scheme)records the burst number (called thestld).
the resulting playback sequence will contain every other After sending a burst, CUDP waits before sending the
frame. IBO prioritization scatters lost frames evenly, sanext burst. The waiting timd, is set so that the trans-
that the user perceives the effect of network loss as mitted bandwidth matches the estimated channel band-
lowering in the frame rate. width, estBW

Uncompressed audio streams are composed of asetof T = numSemnt estBW

samples taken at regular intervals. The rate of samplingyherenumSents the number of bytes sent in the previ-
called the sampling rate, varies from 8 kHz for tele-oys purst. The calculation estBWis described in the
phone quality audio to 44 kHz for CD quality audio. hext section.

Because the individual samples are small (typically one \yhen the destination detects a missing packet, it
to two bytes), many samples are usually sent in a singlgands anautomatic repeat request (ARQ@gquesting
network packet. retransmission of missing packets. The ARQ, which is

Our prioritization algorithm begins by subsampling sent as a UDP datagram, contains a list kmirgtid,
the audio signal. That is, a group of audio samples igacketig pairs that specify packets missing at the desti-
subsampled into several packets, each of which argstion.Packetididentifies the lost packet, abdrstidis
independently delivered to the destination. The receiveéopied from the packet that triggered the ARQ.
reconstructs an approximation of the original signal \ynhen the sender receives an ARQ, it updates the
using the packets it receives and interpolating miSSi”%aCketQueue by marking the packets listed in the ARQ
packets. Packets are prioritized using IBO to make thgg ynsent As such, they will be sent during the next
interpolation as accurate as possible. burst.

For example, a media unit containing one second of sjnce each non-sequential packet the destination
16 kHz audio (16,000 samples) is split into 4 packetsyeceijves triggers an ARQ for all missing packets, redun-
4000 samples per packet. The first packet contains sargznt ARQs may be sent. The sender usebuhnsgtid of
ples numbereddi i(J[0,3999 ), the second packetihe ARQ to detect (and ignore) such redundant requests.
contains samples numberdd+1 , and so on up to the p special packet, called thend-of-cycle (EOQ)
last packet. If the first packet is received, a low qualitypacket, is used to detect lost packets from the end of the
(4 kHz) audio signal is played. If two packets arepscketQueue. EOC packets contain no media data and
received, an 8 kHz signal can be played. Thus, the effegfe identified by a bit in the header. An EOC packet is
of packet loss is changed to a reduction in signal qualitysent when all packets in the packetQueue have been

o i markedsent and thereafter once every 100 millisec-
3. Best-Effort Prioritized Delivery onds. When the destination receives an EOC packet, it

Having discussed prioritization algorithms, we nowissues an ARQ for all packets missing in the current
turn to the problem of transmitting prioritized media cycle. EOC packets are needed, for example, when the
units. Cyclic-UDP (CUDP) is a transmission protocol last packet in the packetQueue is lost.
based on UDP that supports the delivery of prioritized Figure 1 shows a sample transmission sequence of
media units. It uses an error correction strategy thdive packets. The tables below the figure show the rele-
makes the probability of the successful delivery of avant information in thepacketQueuet the times indi-
media unit proportional to the unit’s priority. This sec-cated. In the burst 1, packets one and two are sent;
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Abstract some video frames are encoded independent of other
frames (I-frames), while others (P-frames and B-frames)
are encoded as differences from these so-called refer-
ence frames [7]. If a reference frame is lost, the depen-

This paper describasyclic-UDR, a best-effort network
protocol for audio and video file servers. Cyclic-UDP is
divided into two layers, @rioritization layer and a

transmission layer.The prioritization layer exploits de_lr_wrt1frames glannot be dt?COdEd' ioritizing th
properties of the media (e.g., audio or video) and its ese problems can be overcomepbipritizing the

encoding (e.g., JPEG or MPEG) to prioritize packetsmedia units and using the priority information in trans-

The transmission layer delivers the prioritized packetsrniS.SiOﬁL(']I Forrfe)r(]ampl'e, .MPEG rjferené:e fr?mes ca_? bk?
The probability of successful packet delivery is propor-ass'gne a higher priority than dependent frames. To be

fona 10 he packetsprioy.Combiningthse two lay-ETECLYe. e prrzaton nformation mustbe used by

ers produces a best-effort delivery mechanism tha CUDP is a best-effort network protocol that .
provides high fidelity reconstruction at the receiver ==~ IS a best-etiort nework protocol that uses pri-
oritization information. Experiments with CUDP show

despite network congestion and packet loss. Cyclic . : .
UDP's prioritization algorithms, error  correction that smooth real-time video playback can be achieved

scheme, flow control mechanism, and the results of "o with a relatively figkle cross Cpuntry Internet con-
experiments using cyclic-UDP are presented. ngctlon. For example, in an experiment where MPEG
video was transmitted from U.C. Berkeley to Cornell
1. Introduction University (2800 miles and 18 hops away), an average
playback rate of over 17 frames per second was
The effective integration of audio and videoiftinu-  achieved and consecutive frame drops were rare. Of
ous mediapr CM) data into the desktop computer envi- course, only a few such connections are possible due to
ronment will change the way we interact with the bandwidth limitations of today’s Internet.
computers as fundamentally as the shift from alphanu- The rest of this paper is organized as follows. Section
meric terminals to graphical user interfaces. To realiz@ describes algorithms to prioritize audio and video
this vision, the problems of representing, storing, angnedia units. Section 3 describes CUDP’s error correc-
transporting CM data must be solved. This papefion strategy, and section 4 describes CUDP’s flow con-
describes a best-effort protocol for CM file serverstrol algorithm. Section 5 briefly describes the results of

calledcyclic-UDP (CUDP). experiments that characterize CUDP, and section 6
To understand CUDP, one must understand how CMeviews related work and concludes the paper.

file servers are typically built. These servers typically

serve a set of clien_ts usingmd_—ro_bin orcycl@c, sched- ~ 2. Prioritization of Audio and Video

uling [11, 8]. That is, they periodically service each cli- . . . : N
ent by reading a sequence of video frames or audio This s_ectlor_1 describes as_et of algorithms for prioritiz-
samples (callednedia unit} from a disk into a buffer. ng medla units. More prem_sely, the prqblem _that these
The buffer is then sent to the client, and transmissioﬂlgor'thms atte_mpt 0 so_lve IS th_e foIIowmg: given a Sef\t
must be completed before the next service time. Th8t n med|a_un|ts asgoc_latef \tl\rl:th a_tcontlrlwluoutzﬂmedla
important point is that the transmission protocol has thé[ rea(;n, ass%nﬂz]ant 0_; ermtg); l;)toftium s_t(ca e . d
length of a cycle to transmit a group of media units tdy O" e_r) such that, It a subs € uniis are receive
the client. in priority order, the quality of the stream reconstructed

To send the buffer to a client, many CM file serversusmg that subset is as high as possible. This section

. ketches two prioritization algorithms, one for uncom-
use a best-effort network transmission protocol such a¥ . X ! S
P ressed audio and one for motion-JPEG. MPEG prioriti-

UDP [6]. With such a protocol, some media units mayp ; ; . . ,
be lost. Since buffer overflow is a common cause o fit'on ngorlthms are described in the author's
packet loss, consecutive media units are often droppeafssert‘""t'On [9], and beyond the scope of this paper.
leading to an annoying stop-and-go effect in video and

dropouts or “pops” in audio. Worse yet, depending onl. A CM file server can prioritize the media units after
the encoding, the loss of some media units can have areading them from disk but before handing them to
precipitous effect. For example, in MPEG encoding, the network layer.




