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An early version of the Metadata Repository was an alpha test site for Version 1 of the protocol and the production repository was a beta test site for Version 2.  The paper describes the implementation experience and early practical tests.  Despite some teething troubles and the long-term difficulties of semantic compatibility, the overall conclusion is optimism that the Open Archive Initiative will be a successful part of the NSDL.
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This paper describes the use of the Open Archives Initiative Protocol for Metadata Harvesting in the NSF's National Science Digital Library (NSDL).  The protocol is used both as a method to ingest metadata into a central Metadata Repository and also as the means by which the repository exports metadata to service providers.  The NSDL Search Service is used to illustrate this architecture.

An early version of the Metadata Repository was an alpha test site for Version 1 of the protocol and the production repository was a beta test site for Version 2.  This paper describes the implementation experience and early practical tests.  Despite some teething troubles and the long-term difficulties of semantic compatibility, the overall conclusion is optimism that the Open Archive Initiative will be a successful part of the NSDL.

Harvesting as a Core NSDL Strategy

A Point on a Spectrum of Interoperability

The National Science Digital Library (NSDL) is a wide-ranging program of the National Science Foundation (NSF) to build library collections and services for all aspects of science education (Zia, 2001).  The Core Integration team, of which we are members, has the specific task of integrating the individual projects, together with all other relevant collections, into a large-scale digital library.  Eventually, the goal is to integrate tens of thousands of collections, ranging from simple web sites to large and sophisticated digital libraries, into a coherent whole that is structured to support education and facilitate incorporation of innovative, value-adding services.

As described in an earlier paper (Arms, 2002), the architecture is based on the recognition that, with a library of this complexity, it is impossible to impose detailed requirements for standards that every collection must follow.  Although the Core Integration team and the NSDL community can coax and cajole collections towards preferred standards, the architecture needs to accommodate a spectrum of interoperability, which makes use of widely varying protocols, formats and metadata standards.  A second paper (Lagoze, 2002) describes the architecture that has been developed.

The Metadata Repository

The Metadata Repository is a key component of the NSDL architecture.  Its function is to support providers of services, such as the NSDL Search Service.  It holds collection-level metadata about every collection known to the NSDL and an item-level metadata record for each known individual item.  

A fundamental decision in designing the architecture was the explicit recognition that the NSDL has neither the resources nor the authority to establish a metadata standard that all collections will support.  Instead the decision was made to accept whatever metadata the collections can provide, which in many cases is very basic, in any of several preferred metadata formats.  The formats that are currently selected are: Dublin Core, Qualified Dublin Core (with or without DC-Ed extensions), IEEE Learning Technology Standards Committee (IMS), Advanced Distributed Learning (SCORM), MARC 21, Content Standard for Digital Geospatial Metadata (FGDC), Global Information Locator Service (GILS) and Encoded Archival Description (EAD).  

The Core Integration team creates the collection-level metadata, but not the item-level records.  To provide a minimally uniform level of metadata for all known items, in addition to storing the native metadata (provided by the collections), a Dublin Core record is created for each item in a format called nsdl_dc.  This format contains a number of Dublin Core elements, including some elements unique to the NSDL, but the actual record may be little more than a simple identifier.  At present, most nsdl_dc records are created by crosswalks from native metadata.  Occasionally, they will be provided directly by collections.  

Soon, we anticipate adding collections that have no native metadata to the repository, such as web sites that have been chosen as important to the scope of the NSDL.  For these, the item-level nsdl_dc records will inevitably be very basic, little more than the URL, augmented by data from the collection-level record, and whatever can be generated automatically by analyzing textual materials on the web sites.  However, even such minimal metadata can be quite useful; it is exactly the information that a search service needs to index textual materials that have open access.

Service Symmetry: Metadata Harvesting and Distribution

From the first demonstration system, SiteforScience at Cornell (Arms, 2002), the architecture has assumed that there will be several mechanisms for getting metadata into the repository.  The spectrum of interoperability specifically mentions three levels of interoperability, each with its own set of mechanisms: gathering by web crawling, metadata harvesting, and federation using protocols such as Z39.50 and FTP.  The only protocol that has been considered for harvesting has been the Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH).  SiteforScience was an alpha test site for Version 1; the NSDL Metadata Repository was a beta test site and early adopter for Version 2.

As well as being one of the methods used to ingest metadata, harvesting using the OAI-PMH has another major function in the architecture.  It is the primary mechanism for exporting metadata from the Metadata Repository.  

There are two reasons for exporting metadata.  The first reason is to supply metadata to service providers who are contributors to the NSDL, such as the NSDL Search Service.  The Metadata Repository provides a single location from which such providers can obtain metadata about all NSDL collections and the resources within them.  The philosophy of the NSDL is to encourage highly creative uses of the available resources.  The Core Integration team will contribute some services and the NSF is funding several more, but we also hope that others will build innovative services.  Exposing the metadata for harvesting maximizes flexibility for creating services of educational value while minimizing the attendant technicalities. 

The second reason for exporting metadata from the repository is to encourage other digital library developers to consider the NSDL as a resource that they can build upon.  In building a digital library, every organization has a tendency to envisage an architecture with its own library at the center.  For the NSDL, we can draw diagrams that show other digital libraries as contributing collections and services, but, initially at least, many of these libraries are much larger than the NSDL, e.g., the Alexandria library of geo-referenced objects, NASA's library of materials from space exploration, or the Informedia library of video sequences.  From their perspective, the center of attention is their own collections and services.  Hopefully, they will find the resources of the NSDL valuable and easy to utilize.

This leads to the principle of service symmetry.  The Metadata Repository provides to others the same types of services that it hopes to receive from them.  In particular, all the metadata that is in the repository is made available to others, except for a small amount that we do not have the right to redistribute.  Those who are building services for the NSDL and other digital libraries can harvest the metadata and use it for any non-commercial educational purpose.

An Example: NSDL Search—Content, Metadata, and Context

To illustrate the use of metadata harvesting from the Metadata Repository, we describe how the architecture supports an important service, the NSDL Search Service.  Colleagues at the University of Massachusetts, Amherst, are building the actual search service, using the InQuery search engine (CIIR, 2002).  It relies on metadata harvested from the Metadata Repository.  

There are two well-established ways to build effective systems for information discovery.  The first approach is to base indexes on high-quality metadata, such as that present in traditional library catalogs.  This is the only feasible approach when the materials themselves are not in digital formats.  The second is automated indexing of full content (usually of textual content, although there are modest but intriguing extensions to images, video, and other types of documents).  Initially, the NSDL Search Service combines these two methods: metadata indexing and full-text indexing.  This combination permits the NSDL to exploit the benefits of harvestable metadata, whenever it exists, yet embrace collections with minimal metadata so long as individual items are accessible for full-text indexing.  

Non-textual object types, such as datasets, images and software, are important for the future of NSDL, as they are widely used across the fields of science, engineering and mathematics.  As yet, automatic indexing of these materials is still a research topic.  Therefore, full descriptive metadata is needed.

To build its indexes, the Search Service periodically harvests metadata from the Metadata Repository, using the OAI-PMH.  The initial service builds on the following harvestable information.

· First, the Metadata Repository provides a list of all the items known to the NSDL.  For each item there is at least a minimal Dublin Core metadata record, which contains the URL of the item.  If the URL references a textual object to which the Search Service has access, such as a page on a web site, the search engine can retrieve the object and index the text automatically.  

· Second, the Metadata Repository holds all descriptive metadata that exists about each item and makes it available for harvesting by the Search Service.  If the collection builders, or others, have created high-quality descriptive metadata in a standard format, it will have been ingested into the Metadata Repository, often by harvesting, and hence is made available to the Search Service.  The value of item-level metadata for searching depends on how extensive it is and the quality control during its creation.  When only a minimal Dublin Core record is available search functionality will be quite limited unless the content can be indexed automatically.

· Finally, each item belongs to a collection and the Metadata Repository has related collection-level records, which contain information that may be useful to the search engine.  For example, information that is important to the NSDL's mission, such as educational level or review information, may be provided at a collection level.  

In the future, we expect to add other methodologies—including content analysis, structured annotation (by primary providers and by other parties), and inferences drawn from contextual links—that support increasingly rich scenarios of discovery and use.  The dense interlinked structure of the web, in effect, creates implicit metadata that augments the content of the document itself and permits indexing that takes advantage of the context of the document—citations to it and comments about it.  This contextual information is an important factor in the remarkable advances of modern web search engines, such as Google.  The use of contextual information sometimes makes it possible to index non-textual content, since many of the contextual resources are text and may even have fixed or derivable structure (e.g., structured annotations).  These matters are beyond the scope of this paper and the initial version of the system.  

Practical experience

The SiteforScience Test

The SiteforScience demonstration took place in 2001, at the same time as the OAI-PMH was moving from a concept to a supported service.  During this period, the two members of the OAI Executive, Carl Lagoze and Herbert Van de Sompel, were both at Cornell.  (Van de Sompel, who was a visitor at Cornell in 2000/2001, is now at Los Alamos National Laboratory.)  It was natural, therefore, to consider the protocol as an important point along the spectrum of interoperability, and SiteforScience became an alpha test site for Version 1.0.  

The object of this test was to demonstrate the capabilities of the protocol, not to build a production system.  For this purpose, an implementation of the Version 1.0 server specification was written in Perl and interfaced with the pilot Metadata Repository, which used MySQL.  This work was done by Rich Marisa of Cornell Information Technologies.  Tests were made in both harvesting and serving metadata.  Because the protocol was so new, repository records were only harvested from one partner site; the majority of records used to populate the SiteforScience demonstration were collected by other means, such as file transfer using the FTP protocol.  The only significant problem in using OAI was mislabeled character sets; the XML header indicated the wrong character set, a problem that cannot be blamed on the protocol.

Despite the limited scope of the alpha test, the overall experience reinforced our belief in the potential of the OAI-PMH.  It became an integral part of the proposal to develop the Core Integration system for the NSDL, submitted jointly by the University Corporation for Atmospheric Research, Cornell University and Columbia University.  The NSF funded this proposal in October 2001.

An Initial Production Design

The NSDL Metadata Repository was also a test site for Version 2.0 of the protocol.  Here, however, we were building a production system, not a demonstration.  

In the production system, the Metadata Repository is implemented as a relational database, using the Oracle database software.  Figure 1 shows the steps in harvesting data, using OAI-PMH, and loading it into the database.  All the servers are running Linux.  Note that the design of the Metadata Repository supports other forms of ingest, from collections that do not support the OAI.

[image: image1..pict]Figure 1.  Importing metadata into the repository using OAI-PMH

The native metadata records that are harvested from collections are encoded in XML.  They are stored in a temporary staging area.  In the staging area, the records pass through three stages.  First they go through a cleanup step, locally known as "caressing".  Tasks at this stage include combining ListRecords responses into larger pieces for processing efficiency and stripping off some of the OAI-PMH wrapping. Then a crosswalk is used to generate a metadata record in the normalized format, nsdl_dc.  The crosswalks are implemented in XSLT.  They create XML files containing batches of records.  Finally, the XML files are loaded into the database, using Java programs.  Both the native metadata and the nsdl_dc records are stored.  At the time of writing, much of the management of the staging area and the harvesting is done manually.  Automating these processes is a major task planned for the next phase of development.

Figure 2 shows the steps in taking metadata from the database and serving it for harvesting.  Within the repository there are relational tables configured for the OAI server.  When harvesting requests are received from NSDL service providers, SQL queries are sent to the repository and the appropriate records sent to the OAI server.  The server is implemented as Java servlets running under Tomcat.  Communication with the database uses JDBC, the Java interface to the SQL language used by Oracle and other relational databases. 
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Figure 2.  Exporting metadata from the repository

Early Implementation Experience

The goal of the OAI is to share metadata in a manner that is easy to implement and use.  It is instructive to examine some of the difficulties we encountered to understand which are the results of being an early adopter of Version 2.0 of the protocol, which come from peculiarities of the NSDL, and which are fundamental to the OAI-PMH.

The decision to use Version 2.0 was made early in 2002, despite the knowledge that the protocol would not be finalized until mid-year.  Naturally, there was no software available for the new version.  Therefore it was decided to take the Cocoa software from NCSA, and modify it (NCSA, 2002).  Cocoa is a Java implementation of OAI, Version 1.1, set up for use with JDBC and intended to be configurable.  The OAI Version 2.0 implementation was by Naomi Dushay, a long-term member of the Cornell digital libraries research group, with extensive knowledge of Java, the OAI and the underlying technology, but limited experience with relational databases, SQL or JDBC, before this project.  She had already implemented an OAI, Version 1.0 server in Java servlets for a research project. The initial estimate was that the new development would take a month; it actually took five.  The reasons are instructive.

· First there were some problems that are typical of software development everywhere.  All members of the team were deeply involved in the time-consuming task of designing the Metadata Repository and its interfaces, which cut into the time available for OAI development.  A member of the team left for family reasons, which had repercussions across the group.

· The choice of Cocoa was perhaps a mistake.  A great deal of time was taken to learn the code, to recognize that it had not implemented certain key parts of Version 1.1, and to convert it to Version 2.0 incorporating the special needs of the NSDL.  It might have been faster to write a new implementation.

· Many existing OAI tools were not able to handle the scale of this system.  The Metadata Repository must support a large-scale production system, eventually accommodating millions of records, harvested frequently.  This has had a major impact on the OAI server, the back-end tables and the SQL design.  

· Another cause of delay was the need to monitor the small but significant changes that were made to the draft of Version 2.0 during spring 2002.  This delayed the implementation but provided useful feedback to the development of the protocol.  One subtle, but important change was made to the protocol as a result of our feedback.  Because of the way modification dates were assigned in earlier versions of the protocol, a change to one metadata format for an item would trigger re-harvesting of all formats for the respective item.  In the case of metadata aggregators like the NSDL Metadata Repository this could have a major impact on the load that the OAI protocol placed on the repository.  In response to this feedback from NSDL testers the protocol was changed so that modification dates were assigned to individual metadata format records.  

· Finally, the XML schemas for the Dublin Core metadata formats, qualified and unqualified, were also under development at the same time and hence were another moving target.  

Preliminary Tests

In August 2002, tests of harvesting metadata were made with four NSDL sites.  The primary purpose of these tests was to validate our server to see if it could receive metadata, but each of the tests had OAI protocol implementation issues.  None worked the first time.  Though some of the difficulties were easily fixed, they revealed some interesting challenges.

· The first server to be contacted had a gap in its error-handling software.  On receiving a URL that lacked an OAI-PMH verb, instead of sending a protocol error, the web server itself responded with a misleading message.  This was soon fixed and import from this site is now working well.

· The second site uses Version 1.1 of the protocol, which we also support for harvesting from other sites.  Technically, the import of metadata works well, but there are some serious semantic mismatches between how we have interpreted the use of sets and how they have used them.  They also use identifiers in an unusual way.  Further discussions are needed to separate out questionable practices and ensure that they are identified by validation tests.  There is also a difficulty that the metadata does not follow the Dublin Core best practices.  This site is an aggregator that gathers metadata from six sites.  Presumably the problems come from inconsistencies among these sites. 

· Attempts to harvest from the third site were unsuccessful.  The most crucial of OAI-PMH verbs, ListRecords, gave no results.  This site illustrates some of the problems that are likely to face small collections with limited technical resources, and weaknesses with some important documentation. The site had attempted to install an off-the-shelf server but the hooks between it and their database were broken.  In addition, their use of identifiers was incompatible with the protocol.  The protocol uses a persistent identifier, so that several versions of metadata can be associated with the same resource.  By including a date in their identifiers, successive records for the same resource could not be matched.

· The final test site is a large aggregator, with considerable technical expertise.  The harvesting protocol worked well, but the metadata provided, although claiming to be in the oai_dc format, did not satisfy the XML schema.  This problem may come from delays in publishing a definitive version of this schema, but it also underscores a general difficulty with understanding the interactions between and meanings of XML data, XML schemas and namespaces.  Much of the documentation is confusing.

These comments about difficulties with harvesting from other sites should not be seen as criticisms.  These sites are early adopters, chosen for their willingness to be testers.  At present we have very little experience of others harvesting from our own server.  Very likely, others will encounter problems with our implementation: ambiguities in the protocol, semantic mismatches, errors in our metadata, and bugs in our code.  Hopefully these problems will be small, but they will surely occur.

Observations

From our experience, a number of themes emerge.

Variations among Metadata Providers

· The need for sets and the usage thereof differ greatly among providers.  Small-collection providers find them unnecessary and confusing.  Their utility for managing the demands of accessing metadata from larger collections is compromised by their inconsistent use.  

· The needs of primary data providers, who are exporting their own metadata records, differ from those of collection aggregators, who distribute metadata that has been assembled from many different sources.  Although the OAI protocol deals with both types of data providers uniformly it may be that additional functionality or guidelines will need to address the special needs of each.

· There are immense variations among the granularities and the types of the objects characterized by harvested metadata.  Though this is not a problem in respect to OAI harvesting, per se, it presents service-provision problems.  For example, the results of a search may include records that correspond to individual items (e.g., web pages), to internal collections (i.e., collection-level records that may occur within the context of a harvested collection), or to entities (such as numerical datasets) that can be used only in the presence of suitable tools.  These variations pose challenges of presentation and flow in a discovery system, for example.  Their resolution may require greater agreement on type semantics for the objects referenced by OAI records.

Immaturity, Imprecision and Interpretation of Standards

· The OAI-PMH relies heavily on the XML Schema W3C Recommendation, which is an admirable concept but still somewhat vague and poorly documented.  Some of the validating software does not match the latest specifications. 

· Most semantic mismatches come from two aspects of the OAI protocol: identifiers and sets.  People are confused by the concepts and use them differently.  The OAI needs to have very clear descriptions of these concepts, standards of good practice and, as far as possible, validation tests.

· Metadata conformance has always been tough.  The OAI protocol provides a convenient way to exchange metadata, but it does not address metadata uniformity or quality.  In fact, encouraging inexperienced collections to distribute their metadata may make conformance even more of a challenge.  Our experience matches that of other organizations harvesting metadata via the OAI protocol: quality among metadata records is extremely variable requiring a non-trivial amount of human effort to make it usable.  The ultimate practicality of metadata harvesting lies in our ability to improve automatically the quality of the metadata.  

Building NSDL services using Harvested Metadata

The NSDL is just beginning to gain experience in building services that use metadata harvested from the Metadata Repository.  This section describes some of the challenges that we anticipate.  

Limitations of Mixed Metadata and the Dublin Core

The most fundamental problem is availability of metadata.  As discussed above in the context of searching, little can be done with a minimal Dublin Core record alone.  To build effective NSDL services it is essential for service providers to have access to some combination of: (a) full content of items, (b) extensive item-level metadata, or (c) contextual information—such as annotations, citations or link analyses—from which additional characteristics about the item may be inferred.  Item (c) is an area of research and development, so the practices are very far from being standardized.  

Even when one of these conditions is satisfied, there is a challenge in building integrated services when the information about the various resources varies greatly.  Using searching as an example, there are well-understood methods for indexing resources that are described by uniform metadata records (such as library catalogs).  There are also established methods for full text indexing of free text.  The challenge is that there is little experience in combining the two, especially when the descriptive metadata follows many formats and is of varying quality and extent.  This situation is further complicated when contextual information of varying type and structure is intermixed with traditional metadata and information retrieval techniques.  However, this is an acceptable challenge.  The information is there; the challenge is to use it effectively.

As the NSDL grows, we must anticipate that the number of items for which there is very limited metadata will increase sharply.  For example, a colleague is experimenting with automated selection of materials from open access web sites (Bergmark, 2002). Web sites rarely have metadata but the full text is available for automatic processing.  Another NSDL project is developing tools to extract some metadata automatically (Gem, 2002), but the information about many items in the Metadata Repository will be a collection-level record in nsdl_dc with a very limited item-level record.

Linking federations of digital libraries into the NSDL architecture is another challenge.  For example, some federations use Z39.50 as a search and retrieval protocol.  Such federations support strong standards of content and services among their members, with relatively high functionality, but the federation approach has proved extremely difficult to scale beyond tight-knit communities.  The NSDL may support selected federations, but most services will continue to be built on metadata harvested by service providers from the Metadata Repository.

A final limitation pertains to context sensitivity in the discovery process.  In almost all cases, information discovery is a multi-stage process in which the user gains more finely grained, topic-specific information at each step.  This suggests that a model in which each object of interest is paired with a single metadata record falls short.  Though the solution to this problem is unclear, it seems sensible to approach it by focusing on relationships among objects in a large network—specifically including objects that group or characterize other objects—and designing means for service providers to exploit these relationships.

Metadata Rights

The NSDL brings together groups from different cultures.  Libraries have a long tradition of sharing catalog records openly, while commercial indexing and abstracting services see their metadata records as an asset to which access is tightly controlled.  Many of the collections that contribute to the NSDL fall between these two extremes.  They want their metadata to be widely used for educational and non-commercial purposes, but they do not wish to give up all control of its distribution.  Sometimes they themselves are restricted by the terms under which they obtained the metadata.   

Currently, the NSDL Policy Committee is developing guidelines for redistribution of metadata.  As an example, we wish to present the NSDL records in a way that search engines, such as Google or Ask Jeeves, which are commercial organizations, can index them.  It is challenging to write a policy that permits such use, yet retains some control for the suppliers of the metadata.  The practical impact is likely to be that most of the metadata in the repository will be redistributed with minimal restrictions, but some may be available only to authorized NSDL service providers.  Some NSDL participants may decide to treat abstracts and similar metadata as content, referenced by separate metadata records that can be shared openly.  Any metadata generated by the Core Integration team will be available without restriction.

Currency and Persistence

Currency and persistence will be continuing challenges in the NSDL and in any digital library that uses harvested metadata.  To understand the currency issues, consider a user who searches the NSDL.  The Search Service uses metadata that has gone through several stages.  It was generated at one place, made available to the NSDL, ingested into the Metadata Repository, distributed via an OAI server, harvested by the Search Service, used to access the primary resources, indexed and made available.  By the time that these stages have been completed, the resources to which the metadata applies might have been changed, moved to a different location, or deleted.  Moreover, if the user is also using another NSDL service, perhaps an annotation service, it will probably be using metadata from the Metadata Repository that was harvested from it at a different time.

The problem of currency is an aspect of persistence and merges into the problem of long-term preservation.  As an example, if an instructor uses the NSDL to prepare materials for a course, we want the materials still to exist when the course takes place.  As a first step in addressing these problems of currency, and also as a step towards long-term preservation, our colleagues at the San Diego Supercomputing Center have built a preservation service.  They harvest all NSDL metadata periodically and attempt to access every item.  If the item is openly accessible they store the current version of the content for future retrieval.  In the short term, this service is intended to provide a reliable back-up in cases when an object is not available from the original provider or has been altered.  In the long term, the service will provide an archive of educational materials that have been identified by the NSDL.

Optimism for the Harvesting Strategy

Perhaps the most important theme to emerge from our work is a sense of optimism.  With two years' experience and all the annoyances of being early adopters, we have encountered no serious problems.  Most difficulties are teething troubles.  The OAI approach to metadata harvesting and its realization in the OAI-PMH do appear to fit the needs and levels of expertise of a wide range of collections and services.  

This paper describes only a small part of the architecture that the NSDL will eventually need to implement the full spectrum of interoperability.  Metadata harvesting provides an important point along that spectrum: collections that have item-level metadata in one of a short list of preferred formats, with the technical ability and willingness to maintain an OAI server.  Two years ago, while we found the concept of metadata harvesting appealing, we feared that few collections would support it.  Today, we are more hopeful.  While it would be too optimistic to hope that every collection will support metadata harvesting, we have found a remarkable acceptance of the OAI-PMH.  Many important collections are adopting the OAI and it continues to gain in popularity.  
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