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Scaling Problem Report:

Method 1: building our own memory management system

In order to deal with the problem of scaling due to lack of memory (to avoid paging), I researched on the Memory Management algorithms.  After reading couple of papers on Memory management, I realized that the techniques that are used there are no better than what would happen if paging occurs.  I came to this conclusion because I don’t see a considerable improvement for the amount of work that has to go into the building of the memory management system.  

If we write our own memory management system, we would have complete control over the block that is going to be written back into the disk.  So, in order to implement a successful memory management system, we would have to be able to predict which block will not be used in the future.  If one wants to make a hundred percent correct prediction, the entire matrix has to be examined (which in turn leads to more memory use).  So a simple solution to the above problem will only be able to predict the correct block to write back with accuracy (say) 80-90 %.  Since there is going to lots of memory used and more than 70% of the data is most likely not needed in the near future, any random paging algorithm would predict the correct block to write back to disk with accuracy 70%.  This basically means that there isn’t going to be much difference between the memory management system and the OS paging.

Method 2: Search for other existing code:

Since, I have already implemented the code for Cuthill-McKee algorithm for ordering the matrix.  I searched for the code that converts a matrix into the block matrix described in the previous report.

All the paper that I have seen so far on this matter doesn’t really talk or present the code that converts a matrix into a block matrix, papers just talk about the theory.  I have also searched for code on the web, but it doesn’t do the block matrix.  Moreover, I doubt (due to the may my search went) that even if there are codes that convert a matrix to a block matrix form it is unlikely that code would be using the desired data structure that compresses the adj matrix.  Hence, my conclusion is that we have to implement these things ourselves, unless something new shows up.

