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The purpose of this report is to explain the current status of the effort to identify and evaluate potential networking solutions for transporting data from the Internet Archive (IA) to Cornell (CU).  This continues to be an evolving work in progress as we learn more about what this project will entail.  Specifically, one of the most important pieces of information that we have been unable to ascertain is how large the initial data transfer will be from IA to CU.  This will depend on the size of the data sets we will be receiving and the number of web snapshots the project will begin with.

It’s worth noting that the reason this issue of networking is such a fundamental concern of the project is two-fold.  In short, Cornell is one of the only universities in the country that charges networking fees for transporting academic data, and the rough estimate for the amount of data that will need to be transported is somewhat staggering.  

Main attributes of each solution to be considered:

A. One-time costs: this considers the initial costs at each end (required equipment, start-up, etc)

B.  Recurring costs: this represents the ongoing costs associated with the solution (monthly charges, bandwidth charges, etc)

C.  Performance: 
a.) Projected estimates




b.) Known performance / suggested tests

D.  Further information needed

E.  Necessary agreements, etc.

Solutions Considered:

I.     
Internet2 via NYSERNet  (“off-hours” deal)
II.   
National LamdaRail (NLR)

III.  
Internet2 via Abilene (U Buffalo ?)

IV.  
Road Runner (RR) from Time Warner

I.  Internet2 via NYSERNet 


CU is connected via NYSERNet from NYC.  Based on the fee schedule for bandwidth on this network (billed by CIT) it has been decided that this solution would involve an “agreement” between CIT and the Web Research Infrastructure Project.  This would involve us taking advantage of unused I2 bandwidth during “off-peak” hours.

A. One-time costs: contract would need to be established with CIT, otherwise the infrastructure is already in place.

B.  Recurring costs: contract for bandwidth usage would need to be established with CIT (depending on how often/much we will need the network).

Without a special agreement, scheduling fees: (500MB/dollar = $2097/terabyte, 50TB = $104,850…)

C. Performance: 


a.) Projected estimates: CU’s connection is 100MB of usable pipe, and our agreement would be for 2nd quality performance rates, depends on how much bandwidth we think we can utilize (which will be a function of how much we need, how fast IA can push it and we can accept it on our end).

b.) Known performance: The university “PacketShaper” throttles down bandwidth on downloads to around 200KB/s, so testing without an exception to this traffic moderator will report download performance ~200KB/s.  From IA’s side, they have had other universities get performance of 8MB/s via I2.


Suggested tests: we would need to coordinate with CIT and get an exception to the PacketShaper and could then try to see what performance we get downloading from www.archive.org.

D. Further information needed: how much bandwidth can we utilize (how fast can IA push, how fast can we receive, how much).  Are there complications with setting up the route for traffic from IA ( I2 ( NYSERNet?
E. Necessary agreements, etc.   Definitely would require aforementioned contract with CIT regarding our usage and the billing schedule.  

II.  National LambdaRail (NLR) 


As previously reported, a new effort associated with the National LambdaRail (NLR) project is currently establishing a fiber-optic connection from Ithaca to New York City.  This nationwide fiber-optic infrastructure is poised to greatly increase the networking power of research institutions throughout the country.  Based on the current schedule, Cornell expects to have access to the NLR by around March or April of 2005.  This goal-date is not certain and if we rely on this option we may be affected by potential delays based on the NLR project.  The NLR will have many different “wavelengths” (4 to start with, potentially many more), and the wavelength we would apply for would be a “quick-start” wave.

A. One-time costs: On our end, this is essentially free* (CU has already paid participation fee).  Costs on the other end could involve equipment for establishing the connection from IA to the sponsor (perhaps a member of CENIC).

B. Recurring costs: Again, any recurring costs would be involved in the agreement with a sponsor (as described in G) as there would be no recurring costs on this end. 
C. Performance: 


a.) Projected estimates: Using a quickstart wave on NLR, we would have access to a gigabit pipe from California to Cornell (basically an Ethernet between us).  

b.) Known performance: Since this connection doesn’t even exist yet, it will be *challenging* to get reliable performance metrics, but performance is expected to be unbeatable.

D. Further information needed: Exactly how do we put in a request for a quick-start wave (they are first-come, first-serve and require a proposal to NLR).  Can we really use this much pipe effectively?  We don’t want to arrange for far too much pipe than we can utilize.

E. Necessary agreements, etc.   The challenge with this option is establishing a contact on the other end of the transfer who is willing to sponsor us.  CENIC, the Corporation for Education Network Initiatives in California, has been suggested as a potential avenue of approach for this matter.  

III.  Internet2 via Abilene (http://abilene.internet2.edu/) 


This option was recently been brought up by Dean Eckstrom (the following is to the best of my knowledge)  From my understanding, this would involve an agreement with a California participant of I2, most likely to be Stanford.  The difference between this and II (NYSERNet) is that we would theoretically not pay for the I2 traffic coming into CU.  The potential obstacle to this is the lack of incentive for Stanford to agree to a proposal like this.  Essentially, instead of creating a bottleneck of internet traffic on CU’s Internet I pipe, we would be asking Stanford to let IA point the route through Stanford and have Stanford send the route to CU’s gateway on I2.  This would put considerable load on Stanford’s Internet I pipe (which is not likely to sound appealing to them – but they do not charge for networking academic data).  [note: Since Dave Vernon never mentioned this in our meeting, I am not certain that this is a viable option]

A. One-time costs:  Cost of connection between IA and Stanford.  Potentially, several contracts would need to be established with IA, Stanford (or another I2 participant in CA), and CU.  
B. Recurring costs: would be contingent upon terms of contracts.
C.  Performance: 


a.) Projected estimates: capacity of the whole Abilene pipe appears to be around 20MB/s from info found at http://mrtg.cit.cornell.edu/7500/WorkDir/cornellnet3.53.html.  

b.) Known performance: Similar to option I, we rely on the statistics from the above link.


Suggested tests: we would need to coordinate with CIT and get an exception to the PacketShaper and could then try to see what performance we get downloading from www.archive.org.

D. Further information needed: Needs more thought overall.  Exactly what kind of agreements would be needed and how likely is Stanford to accept a proposal like this? Dave Vernon never mentioned this, so it is a new idea and I do not fully understand how this would work (and have not been able to garner this knowledge through reading up to this point).
E. Necessary agreements, etc.   Potentially, several contracts would need to be established with IA, Stanford (or another I2 participant in CA), and CU.  Exceptions to PacketShaper at Stanford, etc.

IV.  RoadRunner (Time Warner) or any ISP


Given the mess of institutional obstacles to this process, it has been suggested that we consider exploring entirely non-institutional networking solutions.  With increasing networking speeds of companies like Time Warner (with their RoadRunner service (RR)), depending on the amount of data we will need this may be an option worth considering.  Specifically, RoadRunner Premium is the latest upgrade and boasts 6 Mbps (megabits per second).  These solutions would sacrifice performance in exchange for huge reductions in cost (RR is a monthly charge independent of network usage).  The information below is rough information for RR Premium (if this isn’t fast enough, we could consider small business solutions).  If we used an ISP to download to a machine at, say 301 College Ave, a machine there could “backpack” the data to the Theory Center with little or not expected complication.

A. One-time costs:  Just the initial hardware purchases (~but exactly what hardware would we need?)  

B.  Recurring costs:  RR Premium is around $85 a month for “unlimited” usage.
C. Performance: Advertised as 6Mbps, so take that with a grain of salt.  In theory, if we used this and received optimal performance, it would take ~17 days to transport a terabyte.  So, depending on actual performance, it would take even longer.  

D. Further information needed: How much data will we really be transporting? (if a web-snapshot without images is only 2 or 3 TB then is this really that unreasonable?)  What hardware would we need?  Would we be able to run the data from 301 College Ave. to CTC via fiber (I think so)?  If 6Mbps is way too low, we may want to look into higher bandwidth “small-business” options or try to establish a customized deal with RR (or Verizon, LightLink, etc).
E. Necessary agreements, etc.  This may create *serious* friction and criticism from CIT, as we would be effectively trying to take them out of the loop.

