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Expected Data from Internet Archive (IA)

We are expected to receive 60 TB worth of crawl data every 2 months. This data would be shipped on USB-2 disk drives. 

Storage Schemes

Currently there is no information available on the format IA will use to ship data to us. Though it’s likely they will use the format used for in their storage facility. According to the information available on archive.org, their storage facility uses archive format – 100-megabyte ARC files made up of many individual files. 

Storage at Cornell:

Disks – each 3.5 TB module = 4u 19”

100 TB = 3 19” racks

Proposed basic Processing

Once the 60 Terra Byte data arrives at Cornell through Federal Express, it will be processed before anything will be done with it.  The data that arrives at Cornell is a snapshot of web that contains everything from the text, images, videos, etc.  Only the hyperlinks in every page will be the data that will be needed for the research at Cornell.  This would result in a compressed data of size 15 Terra Byte.  In addition to this processing we might also propose to arrange the data in a way that would maximize the transfer rate for storing the data at its final location.

Processing to reduce crawl data: 30-40 MB/sec -> 20 days/crawl

To archive reduced crawl data: 16 MB/sec -> 1.4 TB/day -> 11 days/crawl

Currently it is undecided whether after initial processing, the complete/partial raw data received will be kept in storage for future reference.

Proposed data usage at Cornell

Since this part is not in the near future, there is no proposed way to use the data.  One thing that might be done is to divide the data into subsets depending the 3 groups.  If the groups find some part of the data to be more useful for their research, then the data would be divided up into subsets that would be useful for the three research groups.  This could be done as part of basic processing of arrived raw data or after it.

Currently the data processed is planned for use by researchers at Cornell. Currently there are no plans to evolve Cornell as a mirror site for IA.

Development Environment

The computer cluster that would eventually be used by everyone in the research will be a running on Windows operating systems.  Since most of the researchers who will be using the system are used to Unix systems, there has already been lots of testing done with porting codes in Unix systems to Windows.  Eventually, everyone will be using Windows completely at this research facility.

Availability of the system

Scheduling time among the various groups will most likely the system will be make available to the researchers in the three groups. But as of now there is no definite way of going about doing this.  The complete system wouldn’t be done till a year, so it will be better to determine these things once the system is up and running.

Equipment Details

1st Year expected hardware

· 2 Unisys ES7000 Model 420 with 50 TB ATA RAID disk.

· 1 Development Server: Dell Poweredge 2600 Dual 3 GHZ Xeon with 8 250 GB Serial ATA 7200 RPM drives. 

· 4 Gigabit fiber networking cards

Expected delivery: Unknown

The following details about the available equipment are obtained from Prof Demers.  He said that at least one Unisys machine has arrived, and the other one will arrive soon. The disks are expected to arrive soon.

Each Unisys machine has 16 Intel Itanium 2 processor nodes, with 4GB of memory per node. Each machine has a total of 64GB memory and 50TB online disk storage. We have a total of 100TB of online disk storage available in the first year. 

Server System Specification (ES7000)

Number or CPU            16

CPU Type                     Intel Itanium 2 processor, 1.3GHz




  1.5MB on-die cache 

Operating environment   Microsoft Windows Server 2003, Enterprise edition (64bit)

Sustained I/O                   8GB/s

Bandwidth 

I/O slots                            Expandable to

                                            16 133MHz PCI-X slots per domain (16 way) or

                                            32 100MHZ PCI-X slots per domain (16 way)

Sustained memory            14GB/s

Bandwidth

Memory                             64GB  (Upgradeable to 256GB in 4GB increments)

RAID Configuration:

Each Unisys machine will be connected to 15 RAID modules, each with 3.5GB storage, making a total of 50GB. A RAID module consists of fifteen 250GB disks, and one spare disk. Each RAID module is connected to a 24port switch, through a 2Gb/s Fiber Channel. All the 15 RAID modules have a combined capacity of 30Gb/s or 3.75GB/s.

(About half of the I/O bandwidth of Unisys ES7000 server)

RAID Module Specification

Storage

Each module consists of fifteen 250GB 7200 RPM ATA/100 drives (total of 3.5TB). Each drive has 8MB cache, and connected through independent 100MB/s channels. 

RAID controllers and cache memory

We have dual independent controllers, each with an environment management coprocessor for out of band remote management and monitoring.

There is 128MB of cache per controller (256MB total); Each controller can support up to 512 MB.

RAID operation

Support for RAID level 0, 1, 3, 5, 0+1, 10, 30, 50 (10, 30 and 50 using host based software RAID).

Fiber Channel storage-to-host connection

Dual 2Gb Fiber Channel ports (SFP); 200MB/s throughput per channel (400 MB/s full duplex)

Support for point-to-point, loop and switched fabric topologies

Dual 10/100BASE-T Ethernet interfaces for remote management

Projected Disk Failure Rate

Each 50TB RAID systems contain 225 disks. Mean Time Between Failures (MTBF) for each disk is 600,000 hours. This comes down to an interval of 111 days ((600000/225)/24) between failures for the 50TB storage facility. Spare disks are kept available for replacement. RAID rebuilds are costly and take up to half a day.

Maintenance

All the computing equipment will be maintained by the CTC computing faculty staff.  They will also provide software installation along with system support. Following are the CTC head computing staff:
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Systems Manager
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Consulting Manager
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R&D Manager

