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Abstract
Clusters of workstations are often claimed to be a good platform for parallel processing, especially if a fast network

is used to interconnect the workstations. Indeed, high performance can be obtained for low-level message passing
primitives on modern networks like ATM and Myrinet. Most application programmers, however, want to use higher-
level communication primitives. Unfortunately, implementing such primitives efficiently on a modern network is a
difficult task, because their software overhead is relatively much higher than on a traditional, slow network (such as
Ethernet).

In this paper we investigate the issues involved in implementing a high-level programming environment on a fast
network. We have implemented a portable runtime system for an object-based language (Orca) on a collection of pro-
cessors connected by a Myrinet network. Many performance optimizations were required in order to let application
programmers benefit sufficiently from the faster network. In particular, we have optimized message handling, multi-
casting, buffer management, fragmentation, marshalling, and various other issues. The paper analyzes the impact of
these optimizations on the performance of the basic language primitives as well as parallel applications.

Keywords: clusters, threads, communication protocols, multicast, Myrinet, Illinois Fast Messages.

1 Introduction

Due to their wide availability, networks of workstations are an attractive platform for parallel processing. A major

problem, however, is their high communication cost. Workstations are typically connected by a Local Area Network

(LAN) such as Ethernet, which is orders of a magnitude slower than the interconnection networks used for modern

multicomputers. Potentially, this problem can be solved by using a faster, more modern LAN, such as ATM, Fast Eth-

ernet, Myrinet [4], or SCI [11]. Unfortunately, even with fast, Gigabit/sec networks, several important performance

problems remain.

First, some of the modern networks (and their software) are not designed to support parallel processing. They offer

impressive bandwidths, but the communication latencies are often only marginally better than on traditional Ethernet.

For parallel processing, latency is at least as important as bandwidth.

Second, to make network-based parallel computing successful, it is essential that easy-to-use programming envi-

ronments are developed. Giving the programmer the ability to unreliably send a 48-byte packet from one machine to
�
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another simply won’t do. A high-level programming environment, however, will most likely further increase commu-

nication latency. On a high-speed network, the software overhead introduced by a programming system may easily

become the dominating factor that limits performance.

In this paper we investigate the performance issues involved in implementing a high-level parallel programming

system on a high-speed network. For this purpose, we study the implementation and performance of a specific pro-

gramming system (Orca) on a fast network (Myrinet). Orca provides a high-level programming model, which can be

characterized as an object-based distributed shared memory. The Orca runtime system transparently migrates and repli-

cates shared objects, and keeps replicated objects consistent. Low-level issues like buffer management and marshalling

are taken care of automatically. So, Orca has a high abstraction level, making an efficient implementation a challenging

task.

We have drawn two main conclusions from this case study. First, substantial performance improvements at the

language level can be achieved using a fast network. The latency and throughput of our basic communication primitives

is much better on Myrinet than on Ethernet. The performance lags behind that of the “raw” hardware or low-level

software, because of the higher abstraction level we use. The second conclusion is that many performance problems

had to be solved to obtain this improvement. We initially used an existing, highly efficient, message passing library for

the low-level communication. Still, many existing as well as new optimization techniques were required at all levels

of the system to efficiently implement our high-level model.

The main contributions of the paper are a discussion of which optimizations are required for high-level languages

and a quantitative analysis of the impact of these optimizations on performance. We describe the performance of our

system at various levels, including the low-level communication primitives, the language level primitives, and appli-

cations. Several more recent programming languages and libraries also support shared objects of some form [10, 12,

16, 19, 21, 26, 29], so we think our work is relevant to many other systems.

The outline of the paper is as follows. In Section 2 we provide more background information about the hardware

and software used in the case study. In Section 3 we describe an initial implementation of the Orca system on Myrinet.

We also look at the performance problems of this initial design. Next, in Section 4 we look at the various optimiza-

tions made in message handling, multicast communication, and various other issues. In Section 5 we give performance

measurements of the resulting system, using benchmarks as well as parallel applications. In Section 6 we compare our

work with that of others. Finally, in Section 7 we discuss the most important lessons we have learned about the imple-

mentation of high-level languages on high-performance networks.
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2 Background

This section provides background information about the programming environment and network that we use. We only

give information required to understand our case study; more detailed information can be found elsewhere [2, 3, 4, 31,

39].

2.1 The Orca System

Orca is a portable, high-level language for writing parallel applications that run on distributed-memory machines [2, 3].

It has been implemented on multicomputers (CM-5, Parsytec PowerXplorer) as well as on network-based distributed

systems (Solaris, Amoeba). The language has been used for dozens of realistic applications.

Orca supports explicit task-parallelism in the form of sequential processes, which can be created dynamically. Pro-

cesses communicate through shared objects, which are instances of Abstract Data Types (ADTs). The language guar-

antees that each operation on a shared object is executed indivisibly (as in a monitor). Each operation is always applied

to only a single object. Programming with shared objects is similar to programming with shared variables, except that

all operations are user-defined, indivisible ADT operations. The programming model is based on shared data, but it

is implemented on a distributed-memory system. It thus can be regarded as a form of object-based distributed shared

memory [31].

The implementation of the language (the compiler and the runtime system) uses two different methods to imple-

ment shared objects [2]. The compiler determines which operations are read-only and which operations may write their

object. If an object is modified infrequently (i.e., most operations on it are read-only), the object will be replicated in

the local memories of all processors that can access it. Read-only operations on the object are executed locally, without

communication. An operation that writes the object is multicast to all machines, which update their local copy by exe-

cuting the operation. Coherency is obtained by using totally-ordered multicast [17], which guarantees that all messages

are received by all destinations in the same order. Alternatively, an object can be stored on a single machine. In this

case, other machines can access it using remote object invocations, which are implemented using remote procedure

calls (RPCs).

For portability reasons, the Orca system is structured using multiple layers. The runtime system (RTS) only deals

with processes and object management, but not with implementing communication. Communication primitives are

provided by a lower layer, called Panda [25]. Panda is a virtual machine supporting the functionality needed by the

RTS (threads, totally-ordered multicast, and remote procedure calls). The Orca RTS only invokes Panda primitives, and

is unaware of the underlying operating system. The Orca compiler generates ANSI C as output. Thus, to implement
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the entire Orca system on a new platform, only Panda has to be ported.

On most platforms, Panda is implemented using user-space communication protocols [25]. The structure of Panda

is very flexible. For example, if the hardware or operating system already provides reliability or total ordering, the

Panda protocols benefit from this, thus simplifying them and making them more efficient.

2.2 Myrinet

Myrinet is a high-speed Local Area Network designed to support parallel processing on clusters of workstations [4].

Myrinet can be added to a workstation cluster to increase communication performance. It uses two types of hardware

components: an interface board (host adapter) that is inserted in each workstation, and a switching network that inter-

connects the interface boards (see Figure 1).

Conventional network (Ethernet)

Ethernet interface

Host

Myrinet interface
Onboard processor (LANai)

Onboard memory

crossbar switch
Myrinet

Figure 1: Myrinet on a Network of Workstations.

The switching network uses crossbar switches with a small number of ports (typically 4 to 16). The switches use cut-

through routing and have a low latency (less than a microsecond). The switches and the interface boards are connected

by fast (640 Mbit/sec) reliable links. Arbitrary interconnection topologies can be created in this way.

From a programming point of view, the interface boards are the more interesting and visible part of Myrinet. The

board communicates with the network and with the host machine to which it is added. The board contains a fully

programmable processor, called the LANai. The program running on this processor is called the LCP (LANai Control

Program). The LCP can copy data to and from the host using DMA. Also, it can send data over the network and receive

data from the network. The board contains a small amount of SRAM memory to store the LCP and to buffer incoming

and outgoing data. The host can access this memory using either programmed I/O or DMA.
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Various message passing libraries for Myrinet exist. For our research, we use the Fast Messages (FM) software

from the University of Illinois [27]. FM includes a LANai Control Program and a library that is linked with the appli-

cation running on the host. This library is used by the application programmer or a language RTS. It provides efficient

and reliable point-to-point communication. Message reception in FM is based on polling: the application program pe-

riodically has to check if incoming messages are available. Calls to the FM send primitive also poll the network. FM

maps the Myrinet interface board into user space and currently does not support sharing of this device between multiple

applications.

3 Implementing the Orca System on Myrinet

In this section we discuss how the Orca system can be implemented on a Myrinet network. We first describe an ini-

tial design, which adheres to Panda’s layered approach. Next, we use this design to illustrate the kind of performance

problems that occur in a naive implementation of a high-level language on a high-speed network. Section 4 discusses

how to address these problems.

3.1 Initial Design

Our initial design follows the layered approach outlined in Section 2.1. We have used this approach successfully for

several other platforms, including networks of workstations and multicomputers. The overall structure is shown in

Figure 2. The different software layers will be described below, starting at the lowest layer. The hardware we use is the

Amoeba processor pool, which is a cluster of SPARC-based single-board computers connected by Ethernet. We have

equipped eight pool processors with Myrinet interface boards, connected by an 8-port Myrinet crossbar switch.

Orca application

Orca runtime system

Panda

Amoeba + FM

Hardware

Figure 2: The structure of the Orca system.

Operating System Layer The lowest software layer is the interface to the hardware, as provided by the operating

system or low-level communication library. In this case study, we use the Amoeba distributed operating system [32]

extended with the Illinois Fast Messages (FM) software for Myrinet [27]. Amoeba provides kernel-level threads and

communication facilities for the Ethernet. FM provides reliable point-to-point communication over Myrinet. As de-
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scribed in Section 2.2, the Myrinet interface board is mapped into user space. The FM software runs partly on the host

(in user space) and partly on the LANai processor on the interface board. The FM software that runs on the host takes

care of writing message fragments to the interface board, reassembling received fragments out of the DMA area, and

implementing credit-based flow control. The FM LCP is responsible for sending and receiving message fragments, and

for depositing received fragments in the host’s DMA area.

The Panda Layer The Panda layer implements RPC and totally-ordered multicast on top of FM. This layer was

assembled from existing Panda implementations wherever possible, and custom modules were written for the parts

that depend explicitly on FM. The standard Panda message module supports message fragmentation, because many

operating systems have an upper bound on message size.

Message reception in Panda is based on an upcall model. FM, on the other hand, requires the application to poll the

network for incoming messages. To implement the Panda upcall model on FM, we use a low-priority polling thread

that continually polls the network whenever no other threads are runnable. Whenever a poll succeeds, FM makes an

upcall to execute the message handler function. As with Active Messages [37], the handler function is passed as part

of the message. In addition, the Orca compiler generates statements at the beginning of every procedure and loop entry

to poll the network. The compiler already provided this functionality, since it is needed on other platforms (e.g., the

CM-5) as well.

Since the FM library does not support multithreading (i.e., it is not thread safe), calls to the FM library are protected

by a lock variable called the FM lock. To avoid deadlock during message handling, a thread that performs an upcall

from a polling call to deliver a message may not hold any locks. The reason for this restriction is that the upcall handler

function can also try to grab the lock. In particular, it could try to obtain the FM lock, because the upcall handler function

is free to send messages (for which it needs the FM lock). Therefore, messages received from a polling call are queued

(see Figure 3). They are handled either by a separate communication thread (if the poll is done from user code) or by

the polling thread (after it has released the lock around the FM calls).

For the RPC implementation, a standard Panda module built on top of reliable point-to-point communication was

available. This module handles arbitrarily sized messages by sending and receiving fixed-size fragments.

Multicast is supported neither by the Myrinet hardware nor by the FM software. A simple solution is to implement

a spanning-tree protocol on top of FM point-to-point communication, which forwards a multicast message to each des-

tination. This scheme provides reliable multicast since the FM point-to-point messages are reliable. With this scheme,

however, messages from different sources may arrive in different orders at their destinations. Totally-ordered multicast

requires that all messages (from all sources) be delivered in the same order everywhere.
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Copy & enqueue

Await & dequeue

Get FM lock

Start pollEnd poll

Free FM lock

FM

Panda

Panda upcall

Receive message queue

FM upcall Return

Communication threadApplication thread

Poll network interface

Figure 3: Upcall handling in the initial Myrinet implementation.

In our earlier research, we developed various reliable, totally-ordered, multicast protocols [13, 17]. The general idea

is to use a central sequencer node that assigns a unique sequence number to each message. On switch-based networks,

an efficient scheme is to have the sender fetch the next sequence number from the sequencer and then add this number to

the message [13]. (Alternative schemes for unreliable, bus-based networks are described in [17]). Using the sequence

numbers, Panda is able to delay out-of-order messages until their predecessors have also arrived. Higher layers (the

Orca RTS) thus always receive messages in the right order.

Runtime System Layer The next layer in our system is the Orca RTS. The RTS is fully portable and only deals

with the Panda communication primitives, so it does not depend on the underlying hardware or operating system. The

RTS used in our initial Myrinet implementation therefore is the same as on all other platforms on which Orca runs.

The RTS implements nonreplicated objects using Panda RPC and replicated objects using Panda’s totally-ordered

multicasting. Also, the RTS takes care of marshalling and unmarshalling of data structures. In Orca, any data structure

may be sent over the network (by passing it as a value parameter in an operation invocation). The routines to con-

vert between Orca data structures and transmittable (flat) messages are provided by the RTS, using type-information

generated by the compiler.

3.2 Performance Problems with the Initial Design

The Panda design strategy has been applied to many other platforms and has resulted in an efficient parallel program-

ming environment for these platforms. On an Ethernet-based distributed system, for example, we obtain good perfor-

mance at the Panda level (RPC and multicast), the Orca language level (object invocation), and the application level

(speedups) [25].

Below, we study the performance of the Panda/Orca system on top of Myrinet, using the initial design outlined
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RPC multicast ROI GOI
Myrinet 585 867 865 1170
Ethernet 1530 1580 1860 1960

Table 1: Communication latencies (in � sec) at the Panda and Orca level for the initial design.

above. The measurements were done on a system with eight SPARC processors running at 50 MHz. Each processor is

on a single board (a Tatung board, equivalent to the Sun Classic) and contains 32 MB of local memory. The Myrinet

boards we use contain the LANai 2.3 processor and 128 Kbyte of SRAM memory. The system runs the Amoeba 5.3

operating system extended with the FM 1.1 software. We give performance numbers both at the Panda level (RPC and

multicast) and the Orca level (object invocations). The timings were obtained with a memory-mapped timer with a

0.5 � sec granularity.

The first two columns in Table 1 show the latency for empty messages using Panda RPC and totally-ordered multi-

cast communication. The roundtrip latency for empty RPC messages (i.e., the null-latency) was measured by sending

empty request and reply messages between two nodes. Multicast latency was measured using a group of eight mem-

bers. Two of the members perform a ping-pong test (i.e., they multicast messages in turn), while the other six members

only receive the messages. We report the average latency over all possible pairs of two different senders.

Likewise, we have measured the latency for Orca operations. ROI (RPC Object Invocation) uses a nonreplicated

object containing a single integer, stored on one processor. Another processor repeatedly performs a (remote) increment

operation on the object, using Panda RPC. GOI (Group Object Invocation) is a benchmark for operations on a replicated

integer object. The object is replicated on eight machines. The latency is measured by having two machines in turn

perform an increment operation on the replicated object. As for the multicast benchmark, we compute the average

latency over all possible pairs of two senders. The latency for ROI and GOI is also shown in Table 1.

For comparison, we also show the null-latencies for the same benchmarks using an implementation of our system

on top of Ethernet, using the same processors as the Myrinet implementation. It makes calls to Amoeba’s low-level

datagram protocol, FLIP [18], and uses the Panda communication protocols in user space [25]. As can be seen, the

performance gain at the Orca level is approximately a factor of two, which does not even come close to the increase

in network speed. Part of the performance gain is not even due to increased network speed, but is simply caused by

the fact that Myrinet is mapped into user space, whereas the Ethernet device is accessed through calls to the Amoeba

kernel.

The initial design has several performance problems. The latency for point-to-point messages (illustrated by the

RPC and ROI measurements) is high. To illustrate, the roundtrip latency for 16-byte FM point-to-point messages over

Myrinet is about 60 � sec on our hardware. The large overhead is mainly due to the handling of incoming messages. In
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particular, since messages are received by a communication thread, a context switch at the client side is necessary to

hand the reply message to the waiting thread. The latency for multicast communication also is high, because a multicast

message is forwarded in software between different nodes. Also, our layered approach has some overhead. Finally,

application programs will have an additional form of overhead: FM requires them to periodically poll the network for

incoming messages. The overhead of polling is not reflected in the latency tests of Table 1.

4 Performance Optimizations

The initial design for implementing Orca on Myrinet presented above does not obtain good performance. The laten-

cies achieved for the communication primitives are only slightly better than on a traditional Ethernet network. In this

section, we discuss how to improve the performance. We describe several optimizations, some of which are already

well-known. The goal of this section is to show which kinds of optimizations are necessary to obtain good perfor-

mance on a high-speed network for a high-level language like Orca. The impact of the optimizations on benchmark

and application performance will be discussed in Section 5.

The optimizations are based on three general ideas. First, we have implemented a user-level threads package that in-

tegrates message handling to reduce the overhead of polling and context switching. Second, we exploit the programma-

bility of the network interface boards. By moving some critical parts of the Panda protocols from the host processor

to the LANai processor, substantial performance gains can be obtained. Third, we use layer collapsing to reduce the

overhead of Panda’s layered approach.

4.1 Integrating Message Handling and Thread Management

The first problem we address is the software overhead of receiving incoming messages. On a SPARC (and many other

RISC machines), the costs of receiving an interrupt and dispatching it to a user-level signal handler are already higher

than the basic communication latency. So, generating an interrupt for an incoming message will drastically increase

communication time. FM therefore does not use interrupts, but requires user programs to periodically check if a mes-

sage has arrived (i.e., it uses polling).

Programmers using a high-level language should not be bothered with placing polling statements inside their pro-

grams. Consequently, the Orca compiler and RTS take care of polling automatically. This approach, however, leads

to a performance problem since the compiler has to be conservative and inserts many polls to guarantee an acceptable

polling rate. As we will see in Section 5.2.1, the overhead of automatic polling by the Orca system can be as high as

25%. In conclusion, the overhead introduced by polling may more than offset the savings of not getting an interrupt.

We have addressed this problem by integrating message reception and thread management. We use a user-level
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threads package instead of Amoeba’s kernel-level threads, so we can combine polling and interrupts. We have extended

the FM LANai Control Program with the ability to generate an interrupt on message arrival. The program on the host

can set a flag indicating whether or not it wants to get an interrupt from the LCP when a message arrives. Our threads

package normally enables these interrupts, except when it enters the idle loop. If the application has no runnable threads,

the thread scheduler disables message interrupts and starts polling until a message is available.

If a message arrives when the processor is doing useful work, we thus pay the price of an interrupt. Although

interrupts are expensive, in our experience and that of others [16] the overhead of polling may be at least as high. In the

worst case an interrupt is generated per incoming message, but it is also possible that multiple messages can be received

with a single interrupt, given that a call to FM extracts all queued message fragments from the network interface. If the

processor is idle when a message arrives it will be polling the network, so it immediately gets the message, without the

overhead of an interrupt. This is important if a (single-threaded) application is waiting for a message, such as a server

waiting for an RPC request, a client waiting for an RPC reply, or a process waiting in a barrier synchronization.

A second problem related to message receipt is the context switching overhead for handling messages. Incoming

messages are handed to a separate communication thread in Panda (see Figure 3). In theory, the message could have

been handled by the currently executing application thread. The problem, however, is that the handler function may

block, which may result in deadlock (e.g., when the handler tries to lock an object that already is locked by the current

thread). Doing a context switch to a separate thread is expensive compared to FM message latency. On our hardware,

the cost of a context switch depends on the number of register windows used by the thread. For Amoeba kernel threads

used with the initial Myrinet system, a context switch takes between 175 and 250 � sec; for the user-level threads, the

costs are 45 � sec or higher.

By using user-level threads instead of kernel threads, we can thus save 130 � sec per context switch. These costs,

however, can be reduced further with an optimization in the user-level threads package. The idea is as follows. When

a message arrives, the Amoeba kernel interrupts the current thread and invokes a signal handler on the current stack

as usual. Control transfers to the threads package, which creates a lightweight thread to execute the handler function.

Instead of doing a context switch to the new thread, however, the threads package merely installs the new stack pointer

and directly calls the handler function, just like a normal procedure call. This optimization is possible since the handler

thread has no context that needs to be restored. Figure 4 shows the situation after the creation and invocation of the

handler thread.

If the handler thread runs to completion without blocking, control automatically returns to the threads package in

the signal frame, which clears the lightweight thread, restores the stack pointer, and resumes execution of the original
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Figure 4: Fast thread allocation for message handling.

thread. If, on the other hand, the handler thread blocks, the lightweight handler thread is promoted to a full-blown

thread by modifying the call stack of the handler. By changing the last return link in the call stack to point to a special

exit function, the handler thread will not return to the code that resumes the blocked thread, but clean up itself instead.

This allows the original thread to continue execution independently. In addition to upgrading the handler thread, the

blocked thread is made runnable again so it will eventually resume execution.

This solution effectively solves the problem of context switching overhead. The overhead of allocating a lightweight

thread is low, while the overhead of upgrading the handler thread has to be paid only in exceptional cases when the

handler blocks. In the Orca system, this mainly occurs if the handler contains an operation invocation on an object and

some local Orca process is currently also executing an operation on the same object. Since operations typically are

short-lived in Orca, this is not likely to happen often.

Both problems discussed above (polling or interrupt overhead and context switching overhead) are certainly not

unique to Myrinet. They are equally important on other platforms that have fast communication, such as the CM-5

[15]. On slower networks, the problems are less serious, because the relative overhead of an interrupt or context switch

is much lower.

4.2 Exploiting the Programmability of the Interface Boards

Another performance problem in our initial design is the high cost of the Panda multicast protocol. Myrinet does not

support multicasting in hardware, so Panda implements it in software. Even if an efficient spanning-tree algorithm is

used, the cost of receiving and forwarding a message on each node is high. Another problem with the multicast protocol

is that it requires a sequencer to order the messages. Interacting with the sequencer further increases the communication

overhead.
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We address these problems by exploiting the programmability of the Myrinet interface boards. Recall that each

interface contains a processor (the LANai) on which a control program (the LCP) runs. The optimizations described

below make use of the fact that this control program can be modified.

Most importantly, this flexibility allows us to implement the entire spanning-tree forwarding protocol on the in-

terface processors, instead of on the hosts. Since the host processors are no longer involved in forwarding messages,

the latency for a multicast is decreased substantially. With the new scheme, when the interface processor receives a

multicast message from its host, it forwards the message to other interface processors, using a binary tree. When an in-

terface processor receives a forwarded message, it likewise forwards it to other interface processors, and it also passes

the message to its host (using interrupts or polling).

The protocol is illustrated in Figure 5. In this example, the main CPU on the first processor wants to multicast a

message, so it passes this message to its LANai processor. The LANai sends the message to the LANai processors

on the second and third host. The second LANai forwards the message to the fourth node. Each LANai receiving the

message also DMAs it to a reserved memory area on its own host, from which it is retrieved by the application.

Myrinet

DMA area

Multicast fragment replica #2

Multicast fragment replica #1 Multicast fragment replica #3

Reassembled message in regular host memory

Received message fragment in host’s DMA area

Multicast message

Receive queue Forwarding
multicast
fragment

crossbar switch

interface
Myrinet

Send queue

Figure 5: Multicast on the interface boards.

The basic problem with such a spanning-tree multicast protocol, however, is that it is unreliable. Even though the

communication links are reliable, the protocol may drop messages. The key problem is that buffer space at the destina-

tions will always be limited. If a message is multicast while one or more hosts are out of buffer space, these hosts will

have to drop the message. This problem did not arise with the initial spanning-tree protocol on top of FM, because FM
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uses a flow control mechanism for point-to-point messages [27]. The mechanism uses a credit-based scheme, where a

sender is blocked if no buffer space is available for it at the receiver. In this way, FM never has to drop point-to-point

messages and thus is reliable.

Our new protocol runs on the interface boards, rather than on top of FM, so it still may drop messages. The problem

can be solved using a flow control mechanism that prevents buffer overflow, just as for FM point-to-point messages.

However, flow control for multicast is a much harder problem than for point-to-point communication, because it must

guarantee that buffer space is available at all nodes, instead of just one.

We have designed and implemented a flow control scheme for Myrinet [34]. Like the FM scheme, it is based on

credits. One credit represents buffer space for one (fixed-size) message fragment at all nodes. A node can only multicast

a fragment if it has a credit. Each node is given a number of credits in advance, so usually a node can start multicasting

immediately. If a node runs out of credits, it must obtain new credits from a central credit manager. If a node has

finished processing an incoming message, it should somehow inform the credit manager that its free buffer space has

increased. To efficiently implement this recycling of credits we use a simple and efficient rotating token protocol.

The entire flow control scheme is implemented on the interface processors. The credit manager runs on one of

the interface boards. Also, requesting new credits and recycling credits are completely implemented on the interface

processors, without involving the host processors. As a result, we have succeeded in making the low-level multicast

primitive reliable. The credit scheme guarantees that messages never have to be dropped due to lack of buffer space.

The communication links are reliable, so messages are never dropped by the hardware either.

A final important optimization concerns the total ordering of multicast messages. The Panda protocol uses a central

sequencer to order all multicast messages. Before a node multicasts a message, it first obtains the next sequence number

from the sequencer. On Myrinet, we can optimize this scheme by managing the sequence numbers on the interface

processors. The sequencer is run on one of the interface processors (rather than on a host), which again reduces message

latency. Also, we use the same interface processor for both the sequencer and credit manager. The advantage is that a

request for credits can now be piggybacked on the request for the next sequence number, thus reducing the overhead

of credit requests.

We thus exploit the interface processors to speed up the forwarding of multicast messages and the requests for se-

quence numbers, and to run a credit scheme that makes multicasting reliable. We have implemented this functionality

by modifying the LANai control program used by Fast Messages. The optimizations described in this section thus de-

pend on the programmability of the interface processors. To summarize, the extensions we made to the original FM

LCP are: to (optionally) generate an interrupt on message arrival; the implementation of a spanning tree forwarding
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protocol; the implementation of a reliable credit-based multicast protocol; and the addition of an efficient primitive to

obtain a sequence number. Several other networks also have programmable interface processors [7], so some of the

optimizations may be applicable on such networks as well.

4.3 Layer Collapsing

The layered structure of our system also adds some overhead. Since FM and Panda are two independent systems, they

each maintain their own pool of buffers, so they both have the overhead of buffer management. Also, both of them

contain code for message fragmentation and reassembly. Finally, the initial design suffers from various runtime over-

heads. We discuss these issues in turn below. Many of these optimizations are not specific for high-speed networks.

Still, the optimizations were necessary to obtain a good performance on Myrinet. We did not have to implement them

for the original Ethernet-based system, because the performance gain would be relatively small compared to the com-

munication time over the network.

We will first consider buffer management in FM and Panda. In the initial design, the FM layer communicates with

Panda by means of an upcall with two arguments: a pointer to the buffer containing the received message and the size

of the message. This message must be processed completely by Panda before returning from the upcall, since FM frees

(or reuses) the buffer when the upcall returns. However, the Orca RTS does not guarantee that it handles incoming

messages immediately. Therefore, Panda copies the message supplied by FM and queues this copy for processing by

the RTS later on. This extra copy step clearly increases the latency.

To solve this problem, we changed the upcall interface of FM. In the new version, FM supplies the message in the

form of a structure that may be retained by the higher layers as long as required. It is freed by an explicit call to a new

FM primitive after it has been processed completely. Also, the FM message structure was extended with enough space

(besides the data itself) to allow the higher layers to deal with the message (e.g., putting it in a queue) without having

to allocate and use additional data structures. Clearly, this optimization gives up the clean separation between FM and

Panda, so it is a form of layer collapsing.

Another problem with our initial design is the overhead of fragmentation. The initial design uses an existing mes-

sage passing module that supports message fragmentation (because many operating systems have a maximum message

size). Large messages are fragmented by Panda into chunks of 8Kbyte, and these chunks are fragmented again by the

FM layer. FM, however, supports messages of arbitrary size. In the optimized system, we therefore use a custom Panda

message module that dispenses with fragmentation.

Another form of overhead in the initial design concerns marshalling. In Orca, any data structure can be sent in a

message over the network. Marshalling and unmarshalling of data structures is done automatically by the language
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implementation. In the initial design, the compiler generated a descriptor for each operation, describing the types of

the arguments of the operation. The RTS contained generic marshalling (and unmarshalling) routines that used these

descriptors. These generic routines were quite expensive, since they had to determine the types of the arguments at

runtime (using the descriptors). On an Ethernet, the relative overhead of marshalling is low but on Myrinet marshalling

turned out to be relatively expensive.

We optimized marshalling by having the compiler generate a specific marshalling routine for each operation. For

example, if an operation takes two arrays of integers as arguments, the compiler generates a routine that marshalls ex-

actly these two arrays into a message (plus the inverse routine for unmarshalling). This optimization avoids the runtime

interpretation of descriptors at the cost of increasing code size (for the marshalling/unmarshalling routines). However,

it required significant extensions to the compiler for generating these routines. In the initial design, the compiler was

not involved in marshalling at all (except for generating the descriptors), so this is again a form of layer collapsing.

We also made several performance improvements to the Orca RTS. We decreased the overhead of synchronization

(by using fewer, more coarse-grained locks), message headers (by coalescing headers from different modules), and

runtime statistics (which are used for decisions about object placement). Finally, we made various local changes to the

code of each layer. In particular, the initial system suffered from procedure calling overhead. The SPARC processors

have a fixed number of register windows. If the window overflows or underflows, an expensive trap into the operating

system is made. For software engineering reasons, the initial system used many small procedures and thus suffered

from window overflows and underflows. We solved this problem by inlining small procedures, mainly by using com-

piler directives. Furthermore, the GCC compiler supports an option (–mflat) to compile functions to explicitly save

and restore registers on the stack instead of using register windows. By selectively compiling functions on the critical

communication paths (i.e., the Panda RPC, multicast, and threads packages) with this option, the number of traps was

reduced considerably without the need to restructure our software layering.

5 Performance

We will now study the impact of the optimizations on the performance of our system. We first look at low-level perfor-

mance and describe the latency and throughput of some basic primitives in FM, Panda, and Orca. Next, we look at the

performance of Orca applications, to see which improvements on speedups can be obtained using faster networks in

combination with more efficient software. To measure the effect of the optimizations we have built two Orca systems:


 The initial design described in Section 3.1.


 The final system with the optimizations described in Section 4.
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Optimization Layer
Thread management

Interrupts and polling LCP/FM/Panda
Context switching Panda

Programming the interface boards
Totally-ordered multicast LCP/FM

Layer collapsing
Buffer management FM/Panda
Fragmentation FM/Panda
Marshalling Compiler
Various overheads Panda/RTS

Table 2: Overview of the performance optimizations.

To ease the discussion, Table 2 gives an overview of the optimizations described in the previous section. It also

indicates at which layers the optimizations are implemented. (Here, FM denotes the part of FM running on the host,

whereas the LCP runs on the interface board.)

5.1 Low-level Performance

We first look at the performance of several low-level benchmark programs that measure the efficiency of FM, Panda,

and Orca.

5.1.1 Performance of Fast Messages

We have made several changes to the FM software on the host and the interface board. Most importantly, we have ex-

tended the LCP (LANai Control Program) with support for multicasting. With the current Myrinet hardware, such ex-

tensions easily decrease the performance of the low-level FM communication primitives. The reason is that the LANai

processor on the interface board is very slow compared to the SPARC host CPU. The version of the LANai we use is a

5 MIPS 16-bit CISC processor. Even if the LCP only has to execute a few extra instructions, this immediately reduces

performance [27].

With our modifications to FM, the LANai now has to examine every message to see if it is a multicast message that

needs to be forwarded. Allocation of messages (on the host) and support for thread safety also add to the latency. There-

fore, the point-to-point latency in our extended FM system will be higher than with the original FM. With the original

FM code we achieved a minimal round-trip latency of 60 � sec for 16-byte messages on our hardware. The maximum

throughput we achieve for messages of 16Kbyte is 8.6 Mbyte/sec (including reassembly of message fragments at the

receiving host).

Our extensions have led to the following increases in round-trip latency. Calls to a mutex library to make the prim-

itives thread safe add 7 � sec to the latency. Multicast-related changes to the LCP result in an additional 5 � sec over-
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head. To increase the maximum achievable throughput we doubled the FM fragment size to 256 bytes, resulting in a

sustained throughput of 10.1 Mbyte/sec for 16 Kbyte messages. This increased the roundtrip point-to-point time for

16-byte messages with another 10 � sec. Finally, the more flexible fragmentation code (including allocating and copy-

ing the message) adds another 10 � sec, resulting in a minimal roundtrip point-to-point latency of 60+7+5+10+10=92

� sec in total.

The latency for 16-byte messages thus has increased from 60 � sec to 92 � sec. For 64-byte messages the round-trip

latencies have increased from 66 � sec to 103 � sec. For 248-byte messages (i.e., the maximum size for a message with

one fragment), the latencies have decreased from 167 � sec to 143 � sec, because the original FM system sends two

fragments in this case.

As discussed in Section 4, our optimized system uses one of the interface boards as a sequencer and credit manager

for the totally-ordered multicast protocol. The time needed to fetch a sequence number and credits from the manager

is 70 � sec.

In conclusion, our extensions add some overhead to FM. As we will see below, however, these extensions allow

optimizations at the higher levels (Panda and Orca) that result in a large overall performance gain. In addition, the

overhead of our extensions will decrease as faster interface processors become available, such as the new LANai 3.2,

which is a faster 32-bit pipelined RISC processor. We have experimented with prototypes of this hardware, using our

modified version of FM with a 128-byte message fragment size. The round-trip latency for a 64-byte point-to-point

message decreased from 103 to 65 � sec. The latency for retrieving a sequence number and credits dropped from 70 to

42 � sec.

5.1.2 Performance of the Panda Communication Primitives

The optimizations described in Section 4 improve the performance of the Panda communication primitives. In partic-

ular, the improved message handling, buffer management, and fragmentation optimize both RPC and multicast perfor-

mance. The optimizations implemented on the interface boards only make multicasting more efficient, but not RPC.

Table 3 contains the latency for empty messages and the throughput for 1 Mbyte messages of the RPC and multicast

primitives, using the two different Panda systems described above. The latencies were measured as described in Sec-

tion 3.2. The RPC throughput was measured by sending request and reply messages of equal size (1 Mbyte) between

a pair of nodes. The multicast throughput is measured by having one member in a group of eight sending messages as

fast as possible to the other members.

Based on these measurements, we can determine the impact of the optimizations discussed in Section 4. We will

discuss the results for the latency of RPC and multicast messages. The total gain in this case is 414 � sec for RPC
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Initial Final
RPC latency ( � sec) 585 171
Multicast latency ( � sec) 867 273
RPC throughput (Mbyte/sec) 4.7 10.1
Multicast throughput (Mbyte/sec) 2.6 5.5

Table 3: Communication latencies and throughput for the Panda primitives using the two different systems.

messages and 594 � sec for multicast messages.

We will analyze the RPC performance in some detail. Since our extended version of FM has an overhead of 32 � sec

for roundtrip point-to-point messages (see Section 5.1.1), the higher-layer optimizations together gain �
�����������������

� sec for RPC. The new threads package reduces the polling overhead by dispensing with polling from user code, using

interrupts instead. Polling is done from the idle loop only. This optimization only affects the performance of applica-

tions and not of the benchmarks: the benchmarks poll for incoming messages anyway, since they are synchronous in

nature. The implementation of the new threads package saves a thread switch for each incoming RPC reply message.

Instead of giving the message to a separate communication thread, it uses an efficient mechanism for allocating a new

thread. This optimization saves the costs of an Amoeba thread switch, which is 175 to 250 � sec. The layer collapsing

optimizations together thus save approximately 200 to 250 � sec for RPCs. We have determined that about 120 � sec

of this can be attributed to the removal of fragmentation code from Panda; the remainder is gained by simplified buffer

management and by selectively having GCC generate code that does not use register windows.

The RPC latency for the final system is 79 � sec higher than the roundtrip latency for our extended version of FM

(171 against 92 � sec). Unlike FM, however, the RPC protocol supports multithreading. In particular, when the client

machine receives the reply message, the protocol wakes up the client thread that sent the request message, using a signal

on a condition variable. FM, other the hand, does not support multithreading, so it does not have this overhead. Also,

the Panda communication protocol needs to do demultiplexing between multicast and RPC messages, which also has

some overhead. The throughput of the RPC protocol is the same as for FM, although the RPC protocol needs much

larger messages to obtain a high throughput.

The performance of multicasting is improved by the same optimizations as described above for RPC, and by im-

plementing the multicast protocol on the interface boards. To study the impact of the latter optimization, we have also

built a Panda system that performs all optimizations discussed in Section 4, except for the multicast optimization. On

this system, the multicast latency is 388 � sec, so the multicast optimization saves 115 � sec for empty messages. The

multicast throughput on this system is 2.8 Mbyte/sec, so the multicast optimization also improves the throughput sub-

stantially.
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Initial Final
ROI latency ( � sec) 865 328
GOI latency ( � sec) 1170 379
ROI throughput (Mbyte/sec) 3.2 5.5
GOI throughput (Mbyte/sec) 2.3 5.0

Table 4: Communication latencies and throughput for the Orca primitives using the two different systems.

5.1.3 Performance of the Orca Primitives

We now discuss the performance improvements of the Orca object invocation primitives. We measured the latency of

the ROI (RPC Object Invocation) and GOI (Group Object Invocation) benchmarks described in Section 3.2. In addition,

we measured the throughput of Orca operations using similar programs with a 1 Mbyte array as parameter. For ROI,

an array of the same size is returned as the result of the operation. The ROI and GOI benchmarks thus have the same

communication behavior as the RPC and multicast benchmarks discussed above, except that they also suffer from any

overhead introduced by the Orca RTS (such as marshalling and locking). The results are shown in Table 4.

The performance gains for ROI and GOI can largely be attributed to the improvements of the Panda RPC and mul-

ticast primitives, discussed above. In addition, performance has been improved by having the compiler generate spe-

cialized marshalling routines. We have measured that this saves about 60 � sec for the ROI benchmark. Finally, we

have made several local improvements to the RTS, which also reduce the latency. We can determine the overhead of

the Orca RTS for the final system by comparing Tables 3 and 4. For ROI, the overhead is 157 � sec and for GOI it is

106 � sec.

The throughput for ROI is worse than for RPC (5.5 Mbyte/sec against 10.1 Mbyte/sec). The reason is that the Orca

compiler generates code that copies the data several times. The input parameter and the result each are copied twice,

during marshalling and unmarshalling. The number of copies could be reduced through compiler optimizations, but

our current system does not do this yet.

5.2 Performance of Orca Applications

To evaluate whether or not the investment both in hardware and software for faster networks really improves the perfor-

mance of parallel applications, we have used two Orca applications to compare their performance on Ethernet and the

two Myrinet implementations described in the previous sections. One application mainly uses point-to-point (RPC)

communication, whereas the other is dominated by multicast communication. Given the differences in performance

for the basic Orca operation invocation mechanisms (i.e., ROI and GOI), we expect that fine-grained Orca applications

that invoke many operations on shared objects will benefit considerably from the lower latencies on Myrinet. Also,

applications that require high bandwidths will benefit from the crossbar interconnection switch of Myrinet, which fa-
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cilitates parallel data exchange between pairs of nodes. On traditional Ethernet, all communication is serialized, which

degrades performance of applications that communicate in parallel.

5.2.1 Water

The first application we discuss is the Water application from the Splash benchmark suite [30]. We have rewritten

this program in Orca and use it to simulate the behavior of a system with 100 water molecules for 100 time steps. The

molecules are statically distributed over the parallel processors. Each processor has one object that contains information

about its molecules. At the beginning of each time step, each process fetches the updated positions of certain molecules

from remote objects, using remote object invocations. The positions are used to compute the inter-molecular forces and

new positions for the molecules. Since the processes are running in lock-step, all the position updates have to be fetched

at the same time, which makes Water a communication intensive application for small numbers of molecules.
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Figure 6: Parallel performance of Water.

Figure 6 shows the speedups of the Water program on the three different systems, relative to the time on one pro-

cessor for the final Myrinet system. The performance on Ethernet shows that Water does not achieve a good speedup

for this problem size on eight processors. The communication generated by the Water program cannot be handled fast

enough by the Ethernet, hence the efficiency drops below 50%. On Myrinet, the lower latency and increased bandwidth

of the network have a strong impact on performance. Water achieves a speedup of 5.7 on eight processors, using our

final system. Thus for Water, the usage of a high-speed network improves performance considerably.

Figure 6 also shows that the many optimizations of the Orca system software are of great importance, since the

speedup curve of the initial design is much lower than the one for the final Myrinet system. The weak performance of

20



the initial design is mainly caused by the need to poll the network explicitly from the Orca code. The Orca compiler

conservatively inserts polling statements at each function entrance and loop body. To save on the number of network

polls, the generated code decrements a global counter and only invokes a network poll when the counter reaches zero.

We have measured that the polling overhead can be very high: the sequential execution time of Water increases 25%

when polling statements are included.

This high overhead is not solely caused by the additional polling instructions. Certain optimizations in the C com-

piler also become unapplicable. For example, the C compiler for the SPARC optimizes leaf functions and avoids using

a register window. Leaf functions that now contain a function call (to poll the network) can no longer be optimized

in this way, which introduces additional traps to the operating system. Also, the C compiler performs less function

inlining, because of the larger code fragments and additional function calls to poll the network.

The poor performance of Water on two processors using the initial design is mainly caused by polling overhead. The

single processor case was compiled without any polling statements, while the two processor case necessarily contains

polling statements. We tried to tune the polling frequency by only invoking a real network poll once every � compiler

generated polling statements, but this has proven to be difficult. The measurements presented were obtained with ���

������� . Increasing the frequency to ��� ����� raises the polling overhead to a factor of two, because of the additional

network polls. Decreasing the rate to �!�"�#������� also has a negative impact on performance because the network is

not polled fast enough. Setting the polling frequency right is a difficult problem, as recognized by others [15]. The

optimized system handles incoming messages through interrupts, which is much more efficient for Water. We have

determined that the overhead of such interrupts on execution time is less than 0.5% (using eight processors).

Comparing the speedups of Water on Ethernet and the initial Myrinet implementation shows that for this applica-

tion the usage of a faster network pays for larger numbers of processors, but that a naive port of high-level software

does not always pay off. The Ethernet implementation outperforms the initial Myrinet implementation on two and four

processors.

5.2.2 Linear Equation Solver

The second application we discuss is a linear equation solver using the Jacobi method. The Orca program is set up to

solve a system of 300 equations, and it needs 2070 iterations to compute a solution. At the end of each iteration, the

Orca processes synchronize and exchange data through a single shared object. This object is being replicated by the

Orca runtime system so that all processes can read the updated state from the local copy without any communication.

Thus at each iteration, � Orca processes effectively multicast their local update, which result in � multicast messages.

Since the Orca processes are running in lock step, all communication occurs roughly at the same time.
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Figure 7: Parallel performance of the Linear Equation Solver.

The performance of the linear equation solver (see Figure 7) shows that the Ethernet implementation does not

achieve satisfactory speedup on eight processors because the bus based network cannot handle the peak load of multi-

cast communication. The Myrinet implementation, however, does much better and reaches a speedup of 5.9 on eight

processors. The crossbar network topology of Myrinet allows forwarding of the multicast messages to happen in par-

allel, which (together with the lower latency of multicasting) explains the better performance results.

The speedup curve of the linear equation solver on the initial Myrinet design shows a similar behavior as for the

Water application. Performance is severely degraded because of the polling overhead, but for a larger number of pro-

cessors the underlying Myrinet network outperforms the Ethernet. Again the ability to communicate in parallel has

proven to be a great advantage of the Myrinet network.

6 Related Work

In this section we compare our work with that of related systems. Several other systems exist that (like FM) try to obtain

very high performance for low-level primitives on high-speed networks, using either a message passing or shared-

memory programming model [1, 24, 33, 35, 38]. We discuss one such system, U-Net, in more detail. U-Net [36] is a

user-level network interface on top of which higher-level protocols (e.g., TCP/IP, UDP/IP) and languages (e.g., Split-C)

have been built. An implementation of U-Net over ATM exists that exploits the programmability of the interface board

(Fore Systems SBA-200) to obtain high performance. An important issue addressed by U-Net is protection. U-Net

multiplexes the network interface among multiple processes and gives each process protected access to the network. To
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implement this with user-space protocols, they again exploit the programmability of the interface and use its firmware

to enforce protection. Neither FM nor our work currently supports protection. Instead, we allow only one application

to access the network device at the same time.

In addition to these low-level primitives, several higher-level abstractions have been implemented on high-speed

networks. Many of these implementations are in the form of libraries rather than languages. CRL [16] is a highly

efficient, language-independent, user-level distributed shared memory. CRL supports shared regions, which are similar

to Orca’s shared objects, except that they are accessed through library calls. CRL has been implemented on the CM-5

and Alewife.

Xu and Fisher [40] describe an implementation of PVM on top of Myrinet. The original PVM system uses TCP/IP

and UDP/IP. This paper describes how to use a fast data path that avoids these protocols and by using Myrinet’s API

(Application Programming Interface) for data traffic. In this way, they obtain a high throughput for large messages. The

latency for small messages is still high (about 600 � sec). For Orca we obtain a much lower latency, partly because of the

optimizations described above and partly because we use FM instead of the much slower API. Scales et al. [28] describe

a reimplementation of the PVM interface on an AN2 ATM network. A high performance is obtained by changing the

AN2 firmware, the operating system, and the PVM library.

Several other papers discuss the implementation of multicast communication on modern networks. Huang and

McKinley [14], for example, describe how to implement multicasting (and other collective communication operations)

on ATM, on top of either PVM or AAL5. Gerla et al. [8] discuss possible hardware and software implementations of

multicast on Myrinet. The hardware solution proposes a modification of the Myrinet switches, to let them take care of

duplicating the multicast worms to multiple destinations, without the possibility of deadlock. For the software imple-

mentation of multicast, they propose an alternative to our buffer reservation scheme. Buffer deadlock (which cannot

occur in our system) is avoided by means of two buffer classes, one for sending to nodes with a higher “node-id”, the

other for the reverse direction. Furthermore, rather than allocating buffer space for a multicast message at all destina-

tions, the paper proposes an optimistic protocol with acknowledgements and possible retransmission in case of buffer

overflow. Comparing the performance of Gerla’s software solution with our approach is difficult, since the prototype

discussed in [8] is based on the Myrinet API, which has a much higher latency than FM. Also, our credit scheme con-

tains a caching mechanism so that for small multicast messages the credit retrieval is not in the critical path. In practice

our “conservative” solution does not introduce much extra delay when compared to an “optimistic” solution. Moreover,

the “optimistic” scheme also introduces acknowledgement related overhead on the LCP and the network.

In their investigation of the sources of software overhead in messaging layers, Karamcheti and Chien [20] found that
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messaging layers incur significant software overheads when implementing “high-level” features not provided by the

network hardware (e.g., FIFO message ordering, deadlock safety, reliable delivery, and buffer management). We too

have found that high-level services incur large software overheads due to limitations of both the network hardware (no

flow control, no multicast) and the low-level messaging software (not thread safe, no interrupt-based message delivery,

handler restrictions). To reduce these overheads, many optimizations in the low-level software as well as the higher-

level RTS were needed.

The optimizations in our threads package to use an inexpensive mechanism for creating and terminating message

handler threads resemble the thread optimizations of Stacklets [9] and Lazy task creation [23]. Their goal, however, is

to reduce the overhead of fine-grained parallel programs using a large number of threads. The key idea is to inline the

execution of child threads and upgrade the child to a full thread only in the case of blocking, just like with our message

handler threads. The fine-grained nature of their parallel programs, however, forces them to modify the compiler to use

a slightly more expensive calling sequence. In our case, the thread package can swap the stack pointers without com-

piler support. Another difference is that a child thread needs to synchronize with its parent, while our handler threads

can simply run to completion once upgraded to a full blown thread. This also makes our model easier to implement.

Several researchers have recognized that both polling and interrupts are useful mechanisms to extract messages

from the network [5, 6, 22, 36]. Polling is cheaper than taking an interrupt and makes sense when a message is ex-

pected to arrive soon (e.g., the reply of an RPC). In addition, with explicit polling the programmer controls when exactly

message handlers are run. This control can be used to achieve mutual exclusion between message handlers and compu-

tational threads. Interrupts, on the other hand, suit communication patterns in which messages arrive asynchronously.

Remote Queues [5] stress the benefits of polling, but do provide selective interrupts; polling is used by default and inter-

rupts are only generated for specific kinds of messages (e.g., system messages). With Orca, it is harder to fully exploit

polling since the RTS hides all communication from the programmer and usually cannot predict when a message will

arrive. Therefore, we use polling only when all computational threads are idle (i.e., when polling imposes no overhead)

and use interrupts in all other cases. Maquelin et al. [22] have proposed hardware that generates an interrupt only when

the network has not been polled for a while. We could use a similar mechanism by modifying the FM LCP to delay the

generation of interrupts.

7 Discussion

We have implemented a high-level parallel programming system (Orca) on a high-speed network (Myrinet). The pro-

gramming system provides a form of object-based distributed shared memory to the user. It is implemented with a
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portable system that uses a layered approach. To implement this system efficiently on a high-speed network, many op-

timizations are required that are not necessary (or even possible) on a traditional LAN such as Ethernet. We have made

two optimizations to message handling, to reduce the polling and context switching overhead. We have implemented

an efficient reliable multicast protocol (which is used to implement replicated objects) using the programmability of

the network interface boards. Finally, we have implemented various forms of layer collapsing.

The paper gives a detailed analysis of the performance of our system. The latency of remote object invocations

in Orca on Myrinet is 328 � sec. This is a substantial improvement over a traditional Ethernet-based implementation,

where the latency is 1860 � sec. The latency for updating a replicated object has decreased from 1960 � sec for Ethernet

to 379 � sec for Myrinet. Without the optimizations mentioned above, the latencies are roughly a factor of two better

on Myrinet than on Ethernet. Also, the performance of applications has been improved substantially by using Myrinet

in combination with the optimized Orca system.

The most important optimizations in our system are: to save a context switch for message handling; to do frag-

mentation only at the lowest level (FM) and not at the Panda level; and to implement multicasting in firmware on the

interface boards. Each of these optimizations saves over 100 � sec on the latency of object operations. Having the com-

piler generate specialized marshalling routines saves 60 � sec. Also, using interrupts instead of compiler-generated polls

substantially improves the performance of applications.

Compared to lower-level message passing primitives, Orca still has a substantial overhead, which is due to its much

higher level of abstraction. For example, the latency of remote object invocation is about a factor of five higher than

the roundtrip latency for FM messages on the same hardware. The functionality provided by the Orca primitives, how-

ever, is much higher. To study the differences between low-level and high-level programming systems, we discuss the

differences between FM and Orca in some more detail.

FM provides efficient, low-level send/receive primitives with very little functionality. Higher-level abstractions can

be built on top of FM. The FM user can send a message to a certain machine using FM send 4 (for messages up to

four words) or FM send. Messages are received by periodically calling FM extract, which checks if messages are

available. The send primitives have to supply their own buffers. Finally, the FM primitives are not thread safe.

The programming model provided by Orca is of a much higher abstraction level. Orca users are not aware of the

various issues of physical communication, such as sending messages, polling, buffer management, and so on. Instead,

they only deal with two simple language constructs: processes and shared objects. The shared objects provide a form of

distributed shared memory, which in general is easier to program than message passing. For example, if an application

needs to maintain some global state information, this state can simply be stored in a shared object. The Orca compiler
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and RTS will decide how to implement the object. The object may be replicated automatically on several machines,

with the RTS taking care of coherency. With message passing, it is much more difficult to implement such shared

information. Another difference between FM and Orca is that marshalling is done automatically in Orca. The FM send

and receive primitives only accept contiguous buffers. If a more complicated data structure has to be transferred, the

user must provide the marshalling and unmarshalling routines. In Orca, all of this is done transparently by the compiler

and RTS, without any involvement from the programmer.

The goal of this paper is not to show the ease of use of Orca. (A detailed evaluation of the usability of Orca can

be found elsewhere [39].) However, the level of abstraction of a programming system clearly has implications for the

implementation and performance, especially when using a high-speed network like Myrinet. The FM primitives have

a low latency on Myrinet, so any overhead in the language implementation affects performance.

During the case study described in this paper we have learned many lessons that also will be applicable to other

high-level languages. Below, we summarize the most important lessons.

Many high-level parallel languages support multithreading and hide low-level issues like polling and marshalling

from the programmer. In our experience, the performance overhead of multithreading can be high if implemented

naively, since delivering an incoming message at the right thread is expensive. We invested much effort in reducing the

context switching overhead. This optimization is successful, but we had to switch to a new, user-level threads package

and we had to make complicated low-level modifications to the internals of the package.

Our system also succeeds in freeing the programmer from the burden of polling the network. Our solution is based

on a simple and general idea (poll when the processor is idle, use interrupts otherwise), but to implement this we again

had to resort to low-level systems programming, including modifications to the firmware and the threads package. Mar-

shalling of data structures can easily be handled by the compiler, although the overhead is significant. We reduced the

overhead by generating specialized marshalling routines, but still the copying overhead of the marshalling routines is

high and limits throughput. Further optimizations are required to reduce this overhead.

Our work on the multicast optimizations is useful to many other programming systems, since multicasting is sup-

ported in an increasing number of systems. We have shown that the latency of multicast operations can be decreased

substantially by implementing the spanning tree forwarding routine in firmware. A critical issue is the possibility of

buffer overflow, but a proper flow-control scheme can adequately solve this problem. An important lesson is that a

programmable interface processor gives many opportunities for important performance optimizations.

Another lesson from our work is that a layered approach to achieve portability is feasible even on a high-speed

network, although some amount of layer collapsing is probably unavoidable to obtain good performance. In our system,
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parts of one layer (Panda) have been integrated with the lower-level message passing layer (FM). The resulting system,

however, still uses a layered approach. The runtime system, for example, still is a separate layer that only deals with

objects and processes, and not with communication protocols.

In conclusion, the paper has shown that substantial performance gains are possible by implementing a high-level

language on a fast network, but that such gains can only be achieved using extensive optimizations.
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