
Table 2. Recognition accuracies on all datasets. “GBP” stands
for our graph-based probability ranking; “+RR” stands for our
probabilistic reranking; “+BoW” stands for strong regularization
using BoW ranking. Here we show results using both specific
and generic vocabularies for Dubrovnik dataset, and only using
specific vocabulary for others, whose generic cases show similar
trend (slightly worse) compared to specific cases.

Dubrovnik (Specific Vocab.)
Method top1 top2 top5 top10 mAP

BoW [29] 87.50% 92.75% 97.62% 98.50% 0.401
BoW+RR 87.50% 93.38% 96.63% 97.50% 0.058

Co-ocset [5] 87.50% 92.50% 97.50% 98.62% 0.389
GPS Model 87.87% 89.75% 91.75% 93.25% 0.367

Global Model [3] 85.37% 91.63% 95.87% 97.38% 0.643

Instance Model 90.00% 95.13% 98.12% 98.50% 0.643
GBP 94.38% 96.37% 98.25% 98.50% 0.626

GBP+RR 94.38% 96.25% 98.62% 99.13% 0.273
GBP+RR+BoW 94.25% 97.12% 99.37% 99.50% 0.122

Dubrovnik (Generic Vocab.)
Method top1 top2 top5 top10 mAP

BoW 75.88% 83.00% 90.88% 95.63% 0.512
BoW+RR 75.88% 83.62% 93.25% 96.25% 0.065

GBP 81.25% 85.13% 88.13% 90.00% 0.512

GBP+RR 81.25% 83.87% 89.88% 95.13% 0.151
GBP+RR+BoW 81.88% 90.00% 94.00% 96.00% 0.085

Rome
Method top1 top2 top5 top10 mAP

BoW 97.40% 98.50% 99.50% 99.60% 0.674
BoW+RR 97.40% 98.70% 99.10% 99.10% 0.047

GBP 97.80% 98.70% 99.30% 99.30% 0.789

GBP+RR 97.80% 98.80% 99.30% 99.70% 0.403
GBP+RR+BoW 97.90% 99.00% 99.70% 99.70% 0.259

Aachen
Method top1 top2 top5 top10 mAP

BoW 80.76% 83.47% 86.45% 88.35% 0.431
BoW+RR 80.76% 82.66% 86.45% 88.62% 0.069

GBP 82.38% 84.55% 86.72% 88.35% 0.459

GBP+RR 82.38% 83.74% 87.26% 88.89% 0.205
GBP+RR+BoW 82.38% 84.82% 88.08% 89.16% 0.185

(neighborhoods) and learning SVMs and logistic functions
as described in Section 3. For each cluster, we use all the
available positive examples (i.e. cluster sizes in Table 1),
and sample roughly 5 times more negative examples. 1

3 of
total training data is held out for validation, and all training
data is used for logistic regressor training. For each query
image, we compute the estimated probability of it matching
all clusters, and obtain the initial ranking of the database
images as described in Section 3.2. We show the results of
our method (a) ranking with just the probability scores, (b)
reranking using our diversity measure, and (c) strong BoW
regularization using tf-idf scores (through both averaging
the two scores, with a weight of 5

6 on our score, and 1
6 on the

tf-idf-based probability score, and interleaving two resulting
rankings as described in Section 3.3).

Results. The results are shown in Table 2. From Dubrovnik
(Specific Vocab.), we can see that the unsupervised methods
(BoW, BoW+RR and Co-ocset) perform similarly; the GPS
based model (GPS Model) performs better at top1 but worse

for others, probably due to less accurate choices of train-
ing examples compared to those based on image graph; the
globally trained classifiers (Global Model) actually perform
worse, in general, compared to the unsupervised methods,
at least as measured by how often a correct result is in the
top-k matches. Interestingly, however, it does improve the
mAP (mean average precision) score the most, suggesting
that they are better at globally ranking the images than they
are at our recognition task. The per-image classifiers (“In-
stance Model”) perform best among the baselines, but still
worse than our method. We believe this is due to the nature
of image graphs for unstructured collections, where some
nodes have many neighbors, and others (e.g. very zoomed-in
images) have only a few; training and calibration for these
low-degree nodes may result in models that overfit the data
and contaminate the global ranking. In addition, increasing
the diversity (+RR) and strong regularization using BoW
results (+BoW) both are beneficial in improving our original
ranking results (though these techniques result in a smaller
mAP score; this again suggests an interesting tradeoff be-
tween retrieval and recognition performance).

Similar trends follow for other datasets as well. The
generic vocabulary performs worse than the specific one in
general. Our cluster-based probability scores (GBP) alone
consistently improve results for the top1 and top2 rankings
(anywhere from a negligible amount for the Rome dataset, to
> 6% for the Dubrovnik dataset with a specific vocabulary
for the top1). However, the performance of GBP results
increases much more slowly than the baseline tf-idf ranking
as a function of k, and for the top10 rankings the learning
approach performs worse in some cases. However, once we
reintroduce diversity through probabilistic reranking (RR),
our results improve slightly in general for larger rankings
(1.68% on average across our datasets for top10). Additional
gains are seen when regularizing our learned results with the
tf-idf scores (0.38% on average for top10).

We note that the Dubrovnik dataset is more challeng-
ing than Rome, and has a more interesting graph structure
(Dubrovnik spans many connected viewpoints across a city,
while Rome mostly consists of distinct landmarks). Our im-
provement over the baselines, particularly for the top ranked
image, is more apparent for Dubrovnik. For both Dubrovnik
and Rome, our top 10 success rate (99.5% on Dubrovnik and
99.7% on Rome) is comparable to the results of [18] (100%
/ 99.7%), which uses direct 3D matching, requiring much
more memory and expensive nearest neighbor computations.
Our performance on Aachen dataset (89.16%) also rivals that
of [26], where their best result 89.97% is achieved with a
relatively expensive method, while we only use the compact
set of weights learned from neighborhoods. In all cases, we
improve the top k accuracies over BoW retrieval techniques,
resulting in a better ranking for the final step of geometric
consistency check procedure.


