
in the query image, and determine its pose [18]. If not, we
can associate the location of the matching database image as
the approximate location of the query image. Because fea-
ture matching and verification is relatively computationally
intensive, the quality of the ranking from Step 3 highly im-
pacts the efficiency of the system—ideally, a correct match
will be among the top few matches, if not the first match.

Using this simple approach, we observe improvements
in our ranked lists over raw BoW retrieval results, as shown
in the examples in Figure 3. In particular, the top image in
the ranked list is more often correct. However, when the
top ranked cluster is incorrect, this method has the effect
of saturating the top shortlist with similar images that are
all wrong—there is a lack of diversity in the list, with the
second-best cluster pushed further down the list. To avoid
this, we propose several methods to encourage a diverse
shortlist of images.

3.3. Improving the Shortlist

In this section, we first introduce a probabilistic method
that uses the graph to introduce more diversity into the short-
list, increasing the likelihood of finding a correct match
among the top few retrieved images. Second, we demon-
strate several techniques to introduce regularization using
BoW ranking to further improve recognition performance.

Probablistic Reranking. Our problem is akin to the well-
known Web search ranking problem (as opposed to standard
image retrieval). Rather than retrieve all instances relevant
to a given query, we want to retrieve a small set of results
that are both relevant and diverse (see Figure 4 for an ex-
ample), so as to cover multiple possible hypotheses—just
as a Web search for the term “Michael Jordan” might pro-
ductively return results for both the basketball player and
the machine learning researcher. While introducing diver-
sity in Web search has been studied in the machine learning
literature [32], we are unaware of it being used in location
recognition; in our problem, it is the automatic verification
procedure that is examining results, rather than a human.
To introduce diversity, we propose a probabilistic approach
for reranking the shortlist. The idea is, in some ways, the
converse of query expansion on positive matches to increase
recall in image retrieval. In our case, we use negative evi-
dence to increase the pool of diverse matches. For instance,
in the case where the first retrieved image is not a match to
the query, we want to select the second image conditioned
on this outcome, perhaps selecting an image dissimilar to
this first match (and similarly for the third image conditioned
on the first two being incorrect). How can we compute such
conditional probabilities? We again turn to the image graph.

First, some terminology. For a database image a, we
define a random variable Xa representing the event that the
query image matches image a; Xa = 1 if image a is a
match, and 0 otherwise. Thus, using the notation above,

Pc = P (Xc = 1) for an exemplar image c, and similarly
Pa = P (Xa = 1) for any database image, using the simple
heuristic above that a non-exemplar database image takes
the maximum probability of all neighborhoods it belongs
to. As before, we choose the database image a with the
highest Pa as the top-ranked image. However, to select the
second ranked image, we are instead more interested in the
conditional probability P 0

b = P (Xb = 1|Xa = 0) than its
raw appearance-based probability P (Xb = 1) alone. We
can compute this conditional probability as:

P 0
b = P (Xb = 1|Xa = 0) =

P (Xb = 1, Xa = 0)

P (Xa = 0)

=
P (Xb = 1)� P (Xb = 1, Xa = 1)

1� P (Xa = 1)

=
Pb � P (Xb = 1|Xa = 1)P (Xa = 1)

1� Pa

=
Pb � PbaPa

1� Pa
= Pb

 
1� Pba

Pb
Pa

1� Pa

!
(1)

where Pba = P (Xb = 1|Xa = 1) denotes the conditional
probability that image b matches the query given that image
a matches. The last line in the derivation above relates P 0

b to
Pb via an update factor, (1� Pba

Pb
Pa)/(1�Pa), that depends

on Pa (the probability that the top ranked image matches)
and Pba (a conditional probability). We use the image graph
to estimate Pba, the intuition being that the more similar
b is to a—i.e., stronger the connection between a and b
in the graph—the higher Pba should be. In particular, we
estimate Pba as N(a,b)

N(a) , the ratio of the number of shared
features between a and b divided by the total number of
feature points in a. Note that in general Pab 6⌘ Pba, i.e., this
similarity measure is asymmetric. These measures are pre-
computed, along with the Jaccard indices J(a, b) described
in Section 3.1.

The update factor in Eq. (1) has an intuitive interpretation:
if image b is very similar to image a according to the graph
(i.e., Pba is large), then its probability score is downweighted
(because if a is an incorrect match, then b is also likely
incorrect). On the other hand, if b is not connected to a, its
score will tend to be boosted. However, we do not want
to apply this update too quickly, for fear of downweighting
many images based on the evidence of a single mismatch. To
regulate this factor, we introduce a parameter ↵, and define
a regularized update factor (1 � ↵Pba

Pb
Pa)/(1 � ↵Pa). If

↵ = 0, the update has no influence on the ranking result,
and when ↵ = 1, it has its full effect. We use ↵ = 0.9 in
our experiments. We iteratively choose the image b with the
highest updated score P 0

b and recalculate scores using (1).

BoW Regularization. Our learned discriminative models
often perform well, but we observed that for some rare query
images, our models consistently perform poorly (perhaps due


