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Figure 4. An example query image and the top 5 ranking re-

sults using our method with and without probablistic ranking.

Green borders indicate correct matches, and red borders incorrect
ones. Without probabilistic ranking, our algorithm outputs top 5
results that are similar, but incorrect. With probabilistic ranking,
more diversity is encouraged in the top ranking results, leading to
correct images in the top 5 results.

to sparser parts of the graph having relatively few training
examples, see Figure 2). For this reason, we found it helpful
to use the original tf-idf-based similarities as a way of “reg-
ularizing” our rankings, in case of query images for which
our models perform poorly. We do this in three ways. First,
as a simple strategy, for query images where all models give
a probability score below a minimum threshold Pmin (0.1 in
our tests), we fall back to tf-idf scores, as we found low prob-
ability scores unreliable for ranking. (In our experiments,
this occurs in ⇠ 5% of queries.) Second, to regularize our
probability scores in case of overfitting, we take a weighted
average of our probability scores and a tf-idf-based proba-
bility value; this value is given by a logistic regressor fitted
using matching and non-matching image pairs in the image
graph. Finally, we found that our learned models and the
original tf-idf scores sometimes were complementary; while
our models work well for many queries, some query images
still performed better under tf-idf. Thus, as a way of intro-
ducing more diversity, and an alternative for the falling back
strategy, we interleave the results of the two rankings. The
order of interleaving is determined by the maximum value
of our probability outputs, which represents the confidence
of our original ranking. If this value is less than a threshold
(we use 0.1), then BoW ranking goes first, and vice versa.
In our experiments, we use the simple fall back strategy by
default, and separately evaluate a combination of averaging
and interleaving as a stronger form of tf-idf regularization.

4. Experiments

As discussed in Section 3.2, a key bottleneck of image
retrieval-based location recognition systems is the quality
of the image ranking—we want the first true match to a
query image to rank as high in the list as possible, so we
have to run the verification procedure on as few images
as possible. Hence, we evaluate the accuracies at top k
(k 2 {1, 2, 5, 10}), i.e., the percentage of query images that
have at least one correct match in the top k results. Note
that all the methods we test are compared purely based on

Table 1. Summary of datasets and their neighborhoods used in

our experiments. The representative neighborhoods (clusters) are
found using graphs whose edge weights are defined using Jaccard
index and thresholded by value 0.01. The rightmost column shows
the average cluster size in each dataset.

Dataset # Queries # DB Imgs # Clusters Ave. Cluster Size
Dubrovnik [17] 800 6,044 188 206.7

Rome [17] 1,000 15,179 352 293.0
Aachen [26] 369 4,479 161 82.0

the shortlist they generate on an equal footing, without using
RANSAC-based verification before examining results. We
apply detailed verification in all cases by checking each
short-listed image sequentially until the first true match is
found, at which point a localization is achieved.

4.1. Datasets and Preprocessing

We evaluate our algorithm on the Dubrovnik and Rome
datasets [17] and the Aachen dataset [26]; these are summa-
rized in Table 1, along with statistics over the neighborhoods
we compute. To represent images as BoW histograms, we
learn two kinds of visual vocabularies [22]: one vocabulary
learned from each dataset itself (a specific vocabulary) and
another shared vocabulary learned from ⇠20,000 randomly
sampled images from an unrelated dataset (a generic vocab-
ulary). Each vocabulary is of size 1M. As our ground truth,
we count an image pair as matching if they have at least 12
inlier matches.

4.2. Performance Evaluation

Baselines. For all datasets, we compare (a) standard tf-idf
image retrieval [22] and (b) its probabilistic reranked ver-
sion, (c) our learning-based technique, and (d) our learning
method using diversity reranking as well as (e) strong BoW
regularization. We note that our method is orthogonal to
many other improvements to bag-of-words models [2], as
we can generalize to more sophisticated feature representa-
tions. In addition, for one dataset (Dubrovnik, with a specific
vocabulary), we also compare to a range of other baselines,
including a more recent retrieval method using co-occuring
sets of visual words [5] and a GPS-based baseline inspired by
[14, 27]. For the latter, we randomly select a set of exemplar
images, define the nearest neighbors using GPS positions as
positives and the rest as negatives and use the same learning
and retrieval techniques described above thereafter. Finally,
we evaluate two alternative learning approaches: a global
distance metric learned using pairs of matching and non-
matching image pairs in the graph [3], and our technique but
trained using every database image as a center (i.e., learning
a per-image distance metric).

Experiment details. From a Jaccard index weighted image
graph (thresholded by 0.01), we choose exemplar images


