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ABSTRACT

Question answering (Q&A) websites are now large reposisooi
valuable knowledge. While most Q&A sites were initially &ich
at providing useful answers to the question asker, therebbas
a marked shift towards question answering as a commurniipgsar
knowledge creation process whose end product can be ofiagdur
value to a broad audience. As part of this shift, specific gigee
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built around focused communities in which a significant fi@c of
the participants have deep expertise in the domain areac@rse-
quence of this trend is that the content on these questiswering
sites increasingly has lasting value: since questions asmers are
saved on the site and often prominently ranked via searcinesg
people in the future who may not even be a priori aware of ttee si
can be directed to the information there. Thus, rather thew-v

and deep knowledge of the subject at hand have become increasind €ach answer principally in terms of the immediate infation

ingly important, and many Q&A sites employ voting and repiota
mechanisms as centerpieces of their design to help usersfyde
the trustworthiness and accuracy of the content.

To better understand this shift in focus from one-off answera
group knowledge-creation process, we consider a questigitier
with its entire set of corresponding answers as our fundéhen
unit of analysis, in contrast with the focus on individuakgtion-
answer pairs that characterized previous work. Our ingagtn
considers the dynamics of the community activity that shape
set of answers, both how answers and voters arrive over tiie a
how this influences the eventual outcome. For example, werebs
significant assortativity in the reputations of co-answ&reelation-
ships between reputation and answer speed, and that thalgirob
ity of an answer being chosen as the best one strongly depends
temporal characteristics of answer arrivals. We then sltavadur
understanding of such properties is naturally applicableréedict-
ing several important quantities, including the long-teratue of
the question and its answers, as well as whether a questjaites
a better answer. Finally, we discuss the implications asétresults
for the design of Q&A sites.

Categories and Subject Descriptors:H.3.4 [Information Stor-
age and Retrieva]: Systems and Software.

General Terms: Experimentation, Human Factors.
Keywords: Question-answering, reputation, value prediction.

1. INTRODUCTION

Question-answering sites — in which people pose questmas t
community of Internet users — have evolved steadily oveptst
half-decade. One direction this evolution has taken is #eld

need of the question-asker, the focus in recent years hagdmed
to further include the potential long-lasting value to pleop the
future who might have a similar question.

Given these developments, there is a clear opportunity to ad
value for both the producers and consumers of informaticthese
sites by developing techniques that can analyze and exahezble
information from the community dynamics taking place. Fon<c
sumers of information, there is the potential to identifyl drigh-
light questions of lasting value as soon as possible aftsr filave
appeared on the site, so that users can be directed to themprd-o
ducers of information — experts who are able to answer difficu
questions on the site — there is the potential to identifystjoas
that have not yet been successfully answered, so as to gtighli
them for increased attention.

A number of interesting lines of recent work have pursued re-
lated issues through a focus on the question-answer paibasia
unit of analysis. Recent work in information retrieval, &otample,
has proposed methods by which high-quality question-anpaies
can be extracted and hence used for people who have the same (0
similar) questions [15].

A systemic view of question-answering sitesHere we develop
an alternate approach for extracting information from tbeviy
on question-answering sites. Rather than consideringsfisasding
question-answer pairs, we consider questions togethér thvir
set of corresponding answers. There are two aspects toiévis v
— one at the question level, and another at the full site level

First, as questions on these sites become more complexe sing
questions often generate multiple good answers producdifby
ent experts who explore distinct aspects of the problem. nssad
many prototypical examples, a question like “How do you fatm

opment and maturation of sites such as Stack Overflow andsQuor a JSON date in jQuery?” on Stack Overflow generates multiple
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useful responses; the answerers and subsequent comnibeters
differentiate among the several approaches and debateréhei

tive merits. In this respect, the full set of answers contt& an
investigation of issues relevant to the original questtuat tvould

be lost if any one of the answers — even a very good one — were
viewed in isolation. Thus, when one talks about the creation
long-lasting value on a site like Stack Overflow, we claint ihés

the question as well as all the corresponding answersdbather
bring long-lasting value to the site.



Second, in order to understand whether the question has beerimage is a simplification, but it is a useful guide for thingiabout

sufficiently answered, there is useful information regydin the
community dynamics that govern the site as a whole — the aeput
tion mechanism on a site like Stack Overflow both providesrinf
mation about levels of community involvement, as well avjtes
incentives for effective contributions and good behavd@we will
see, properties such as reputation and community involueaiso
serve as correlates for further forms of behavior, inclgdime dy-
namics of how users arrive to answer new questions that aetpo
and how their answers receive approval or disapproval frioen t
community.

Overview of Results. To make progress on the issues discussed
above, we formulate two concrete tasks that capture thenpake
applications of this type of analysis for users of questinswering
sites. The first task, motivated by the goals of information-c
sumers on these sites, is fhiediction of long-lasting valuegiven
the activity on a question within a short interval after itsyzosed,
can we tell whether it will continue to draw attention longairthe
future? The second task, motivated by the potential totdliciher
contributions from experts, is th@ediction of whether a question
has been sufficiently answeregiven the answers to a question so
far, and the activity around the question, can we tell whethe
needs of the question-asker have been met yet?

how expertise, answer speed, and content quality intaterel

The second principle we identify is that a higher activitydle
around a question not only signals the potential interetstargues-
tion, but in aggregate it also tends to benallithe answerers of the
question, in terms of the evaluation and reputation in@gdlsey
receive. Thus, although a question-asker can only fornzalbept
one of the answers, it is too simple a view to consider theipielt
answers as existing in a state of pure competition. Ratfggr,dc-
tivity tends to correspond to the presence of multiple amsweat
receive endorsement from the community more broadly, andéhe
hints at the type of lasting value we are seeking.

Following our discussion of the evidence for these two pfinc
ples, we show that features based on this view lead to pesfoce
on our two tasks that improves significantly on natural biassl
More precisely, for predicting whether a question will hdorg-
lasting value, we find that features of the answer arrivabdyics
within as little as an hour after the question is posed carffbetae
at predicting whether the number of pageviews to the questith
be high or lowa year later Our formulation of these features is
motivated by the latent expertise pyramid discussed abidaze-
over, we find that the number of answers to the question, daice
measures, are particularly powerful features for this,tesikforc-

We develop approaches to these tasks using data from StackNd our premise that questions on a site such as Stack Overflow

Overflow, which is an ideal domain for considering thesedssior
several reasons. The firstis due to its scale and adoptisrorie of

the most successful focused question-answering siteseoweb,
and has a very active user community in which more than 90% of
the questions posed receive an answer that is formally ety

the question-asker. But beyond the activity on the sitdfjtS¢ack
Overflow has played a major role in shaping the current pgradi
for on-line question-answering, as more than 80 other Q&#ssi
have adopted the same basic platform. For our purposes,isvhat
important is that Stack Overflow exhibits a set of basic prige
that are now present in a wide range of focused Q&A sites: com-
plex questions on a focused domain, active engagement iseis,
and a substantial number of experts.

In order to address our two basic tasks on Stack Overflow, we
begin by identifying sources of latent information in theroau-
nity activity on the site that can be used for analysis. Thera
rich pattern of behavior on Stack Overflow that generateh suc
formation: for each question on Stack Overflow, the answass (
well as the question itself) can receive positive and negatdtes
from members of the community, signaling evaluations ofligya
independently of this, the user who posed the question magat
point decide taacceptone of the answers. All of these contribute
to a user’s numericakputation scoreon the site. Meanwhile, the
question itself acquires attention from users other thaariswer-
ers, as people vote on the question and the answers, and trriv
view it from outside the site.

From our analysis of these processes, we identify two impor-
tant but subtle principles that help drive the process oftioe-
answering in this domain. These principles provide an drijaq
framework as well as specific features for our approach tavtioe
tasks we have defined. The first principle is that the wide easfg
expertise levels lead to a kind of aggregate sequencingeafdh-
tributed answers to a question, with the most expert usemsrghy
moving first. Thus, although there is no explicit structunetlze site
that formalizes this dynamic, we can think of users as conedly
organized into a kind of latent “pyramid,” with expert usetshe
top; a question enters at the top of the pyramid, where it $ fir
considered by the elites, after which it progressively filtdown
through the reputation levels if it remains unanswereds Tirental

acquire greater value when they attract a diverse set ofemssw

For our second task, identifying questions that have nat bee
solved to the satisfaction of the question-asker, we dstablway
of evaluating our predictions by making use of instances lirctv
the questioner returns to offer a “bounty” for a better answehe
question. Here too we find that features based on the undgrlyi
community processes can lead to effective prediction; erother
hand, it is interesting that the actual speed of answeraig\much
less informative for this task.

Overall, our goal is to contribute to a broader investigatid
this perspective on question-answering sites, and ouopeéance
on these tasks suggests that features arising from the coitymu
dynamics on a site such as Stack Overflow can provide importan
information beyond simply considering individual questanswer
pairs.

2. RELATED WORK

Community question answering websites have been studied fr
several different perspectives. The first is the study of asen-
munities, where research has investigated users, thenests and
motivation for contribution [1, 19, 4]. Insights from suctudies
informed the design of network-based ranking algorithrsden-
tifying users with high expertise [10, 17, 25, 26].

The second is the perspective of information retrieval wheer
question is viewed as a “query” and answers could be thouight o
as “results” [15, 8, 16, 2, 9]. One goal of this line of work @& t
take a question with multiple answers and extract the ansiver
best quality or the answer that is most related to a partiedarch
query. This can be viewed as an attempt to “declutter” thetijpre-
answering pages by focusing on one “best” answer for eack-que
tion. The exact problem is often formalized as a classificatifisk
of trying to predict whether a single given answer is of highaligy
(under various notions of quality [21]) with respect to atjgalar
question. In our work, however, we recognize that usersiget s
nificant benefit from good answers produced by diverse explrt
this respect the full set of answers constitutes a discossgicom-
peting approaches that would be lost if any one of the answerns
viewed in isolation. Models of question answering comirigsias
zero-sum two-sided markets of question askers and answaees h



Users 440K (198K questioners, 71K answerers)
Questions| 1M (69% with accepted answer)
Answers | 2.8M (26% marked as accepted)

\otes 7.6M (93% positive)

Favorites | 775K actions on 318K questions

Table 1: Statistics of the Stack Overflow dataset.

also emerged [11] with the goal of explaining the dynamicd an
stability of Q&A communities.

Broadly related to our prediction tasks of long-term questi
value and question hardness is the work on novelty and pepula
ity of online content [24, 20, 22], which is wrapped up witleth
broader theme of the role of search engines in online comnlisnt
covery [6]. Another more distantly related line of work is de-
liberation, voting and explicit user feedback in online coumi-
ties [5, 12, 14]. While this line of work mainly seeks to pretdi
user voting behaviors [3, 7, 13], our work attempts to idgrearly
community-based indicators of question and answer quality

Lastly, the Stack Overflow and the related Math Overflow ques-
tion answering communities have been studied in the pastdfier
relating user reputation and the perceived answer qu&aj Re-
cently, Oktay et al. studied the dynamics of Stack Overflow an
swerer arrivals [18] with a focus on demonstrating the useewf
eral quasi-experimental designs to establish causaloeitips in
social media. Their observation relevant for our work heréhat
even after the best answer has been identified by the questien,
answers to the question keep arriving. In the light of ourifigd
here this can be interpreted as an effort by the Stack Ovecibom
munity to provide answers that go beyond the current inféiona
need of the question asker.

3. DATASET DESCRIPTION

General question answering sites such as Yahoo! AnswemsaQu
and others support many different types of interaction: eetxge
sharing, discussion, everyday advice, and moral suppprOfithe
other hand, focused Q&A sites, like Stack Overflow, the paogning-
related Q&A site we study, differ from these broad interétgtssin
that all questions are meant to be objective and factuafiwarable
— most subjective questions are frowned upon by the Stack-Ove
flow community. Stack Overflow questions are generally hard,
the sense that relatively few people can provide a sufficiaatver.
Deep expertise and domain knowledge is thus often esseatial
providing a good answer. As mentioned in the introductitis t
type of focused Q&A model has been extremely successful.

Stack Overflow’s success is largely due to the engaged and ac-

tive user community that collaboratively manages the sten-
tent is heavily curated by the community; for example, duaik
questions are quickly flagged as such and merged with egistin
questions, and posts considered to be unhelpful (unredatsders,

Action | Reputation change
Answer is upvoted +10

Answer is downvoted -2 (-1 to voter)
Answer is accepted +15 (+2 to acceptor)
Question is upvoted +5

Question is downvoted | -2 (-1 to voter)
Answer wins bounty +bounty amount
Offer bounty -bounty amount

Answer marked as spam -100

Table 2: Stack Overflow’s reputation system.

tion page. The questioner can select an answer aadbepted
answerat any point in time, indicating that it was the “best” an-
swer to his/her question. Users may comment on other queastio
and answers and also vote on the comments. Any user may mark a
question as éavorite, bookmarking it for future reference.

The reputation system on Stack Overflow is designed indeativ
users to produce high-quality content and to be generatipged
with the site. Table 2 shows how reputation is gained and lost
Some actions have effects on two users’ reputatierns f user A
downvotes an answer by usBr, then B loses 2 reputation points
and A loses 1. The ability to vote on answers is not granted to
new users, but is earned relatively quickly, requiring 15sofor
the right to upvote and 125 for the right to downvote. A usspal
has the ability to offer dountyon their question if they want to
provide an additional incentives for good answers. The tipresr
funds the award with their own reputation (it must be betwg@n
and 500 reputation points). A bounty can be offered onlyrafte
two days have elapsed since the question was asked, and &y boun
period of 1 week begins. At any time the questioner may detcide
award the bounty to one of the answers.

4. DESCRIPTION OF TASKS

We first introduce the two prediction tasks that motivateanal-
yses. Both are drawn from practical problems that occurratyu
on Q&A sites: the firstis predicting the long-term interest @alue
of a question page; the second is predicting whether a quesés
been sufficiently answered or not. In both cases, we desguae-
titative proxies for these properties that we use in préatict

Our primary goal in formulating these tasks is to use them as
an analysis framework, assessing how the information atmmut
munity processes can be used to determine value on Q&A sites.
As such, they are structured to explore relative perforraayans
from different types of information, rather than for optaimg raw
performance per se.

4.1 Predicting long-term value of a question

As we discussed in the introduction, Q&A sites have increas-
ingly shifted from revolving around satisfying the quesos in-
formation need to building up repositories of useful knalge

commentary on other answers, etc.) are removed. As a refsult o about a given question. Thus, predicting which questiorepag

this self-regulation, content on Stack Overflow tends to foecoy
high quality. We obtained a complete trace of all the actmmshe
Stack Overflow website between its inception on July 31, 2008
December 31, 2010. The data is publicly available off thelSta
Overflow site and the basic statistics are shown in Table 1.

have lasting value and garner a lot of attention — as well as un
derstanding which properties are associated with lastitgev—

is of central interest to maintainers of a question answetom-
munity. Question pages that show early signs of long-terleva
could be displayed more prominently on the site or could loe re

There is a rich set of actions a user can perform on Stack Over- ommended to experts to contribute answers. The insightevieed

flow, which grows as a user builds up reputation on the sitee Th
most basic actions are asking and answering questions.JBiet
tions and answers can be upvoted or downvoted by other Udees.
basic mode of viewing content is from tlygiestion pagewhich
lists a given question along with all the answers to the goesind
their respective votes. The vote score on an answer, therelifte
between the number of updates and downvotes it receives:-det
mines the relative ordering in which it is displayed on thesu

in the next section can provide effective approaches fertdsk.
First, we note that surprisingly good performance on ths& ta
possible due to the fact that the time scales on which soctal p
cesses for each question occur are in fact a bit complex:yfhe t
cal question has a “fast” phase when it acquires answersaed,v
and a “slow” phase in which members of the community indidate
longer-term value — both by visiting the question page anoltgh
the mechanism ofavoriting. The majority of answers and votes



on both questions and answers occur within the first day #feer
question is asked (and the medi@sponse timehow long it takes
for a question to be first answered, is just 12 minutes acrtes=kS
Overflow’s entire history).

However, we find strong evidence that, although most of the
votes and answers arrive within a day of the question cneatio
question pages are of lasting value: for example, only 37%&-of
vorites on a question arrive within the same time frame. Atfies
initial period, favorites accumulate extremely graduaixer time.
This is consistent with a two-phase view of the lifecycle ofiees-
tion page — first there is a “construction” phase, when mosghef
answering and voting (signaling of quality) take placee@fthich
follows a long period of existence in mostly static form asotep-
tially valuable public resource to future would-be questics.

4.2 Predicting whether a question has been suf-
ficiently answered

Our second task forms a natural complement to the first: velsere
before we aim to predict the long-lasting value of the questi
now we try to tell if a question has been satisfactorily ansgde
or not. This would be obviously useful on Q&A sites: attentio
could be directed towards currently unsatisfactory qoasgpiages
to help turn them into useful resources.

On Stack Overflow, a questioner can decide to offer a refutati
award (abounty on her question. If this happens, it is safe to as-
sume that the question has not been answered to the questione
satisfaction yet — otherwise she would not spend her rejputat
points on the bounty. On the other hand, if the questionegfisc
an existing answer, we can say that the questioner is sdtidfie
this task, we consider predicting if a bounty will be offered a
question or if the questioner will accept an existing answer

Now that we've introduced our motivating tasks, predicting
complementary properties of questions, we explore thewvargom-
munity processes that lead to the creation of question pafeer
this exploration, we will show that the information we deriirom
these processes helps us accurately predict both prapertie

5. COMMUNITY DYNAMICS OF QUESTION
ANSWERING

The Stack Overflow community responds to questions in two

1800

1500

1200

Median reputation

900

Time-rank of answer

Figure 1: Median reputation versus answer time-rank. Ques-
tions with a total of 1 to 5 answers plotted (one curve each).
High reputation users tend to answer early.

Reputation clearly decreases with increasing rank withgues-
tion, which is evidence of a direct relationship betweerutapon
and answer speed.

Instead of the time-order of answers, we can also considiér wa
clock time — how fast users of various reputation levels oasp
to questions. Here we find the same relationship: the hidresr t
reputation, the quicker the user is to reply to a questior tyhical
(i.e. modal) response time is approximately the same — aréun
minutes — for all levels of reputation; the main differensethat
high-reputation users hit this target of 5 minutes on a maogelr
fraction of the questions they answer.

These results suggest the conceptual picture mentioneduein t
introduction, in which users are organized irregoutation pyra-
mid, with the highest-reputation users at the top and the lowest
reputation users at the bottom. A question enters the syatem
the top of the pyramid, where it is first considered by the bgjh
reputation users, then progressively percolates dowrugftrahe
reputation levels if it remains unanswered. This is a sifigalipic-
ture of answering dynamics, but it is a useful conceptualipécfor
thinking about how answer speed, reputation, and contealitgu
inter-relate. We stress that we are not claiming such ancixpér-
tical organizational structure exists on Stack Overflovthea we
are pointing out that many of the patterns we observe in dusan
are consistent with this picture of implicit behavior. Feample, it
helps explain the finding shown in Figure 2: the longer a qoest
goes unanswered, the more likely it is that no satisfactogmer
will be given (i.e. no answer will be accepted). Our pictufeao

main ways: by answering them, and by voting on the answers and question descending downward through reputation layeygesis

the question. We observe these two processes, answeringpand
ing, as occurring simultaneously. In this section, we itigese
some of the basic principles that govern these communitygsses
at work. We group this analysis into two parts, correspogdm
the answering and voting processes, respectively: (1) Hyswun
which reputation interacts with the arrival of users to agsavgiven
question; and (2) the consequences of a question’s ovevall bf
activity. In these two parts, we identify some basic and mecg
phenomena that will be useful when we develop techniquestfior
prediction tasks in the following section.

5.1 A Reputation Pyramid

There is an incentive to answer questions quickly on Staa-Ov
flow, since many question-askers will accept the first ansietr
they deem satisfactory, thereby conferring reputation henan-
swerer. Hence, we expect to see that the higher a user'saateput
the faster he or she answers questions.

this effect may at least partially be due to lower-reputaticers
becoming disproportionately likely to give a first answer khnger
the question goes unanswered. The fact that lower repatasers
give lower-quality answers on average (as measured in ¥iates
other users) could then contribute to the observed relstiipn We
note that there could well be other factors contributinghte &f-
fect seen in Figure 2, including the fact that questions oiclwh
the first answer is slow to arrive may be more difficult or mate i
iosyncratic. These results suggest that high-value qurestend to
be answered quickly and by high-reputation users, treratsi@’ll
exploit in our prediction tasks.

These connections between reputation and answer speed show

that the incentives arising from Stack Overflow’s reputaggstem
are producing behavior beneficial to the site. High-repaatsers
achieve their reputations largely by answering questiariskty

and correctly, and presumably gain utility by doing so. Fiie
questioner’s perspective, the order in which answererallysan-

In Figure 1 we examine how median answerer reputation varies SWer questions (high to low reputation) is ideal, since thesg

with the time-rank of an answer for questions with a fixed num-
ber of answers. We find that the highest-reputation answeer
usually occur earlier in the time-ordering of answers onestjon.

tioner’s expected time to receive a good answer is minimized

Homophily by reputation. We observe that all reputation lev-
els gain the majority of their reputation from receiving oms on
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Figure 2: Fraction of questions with the accepted answer as a
function of the time for the first answer to arrive. The longer
the wait to get the first answer, the less likely it is for any aswer
to be eventually accepted.
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Figure 3: Max/median/min answerer reputation as a function
of the questioner reputation.

their answers. This highlights an interesting fact aboat&Over-
flow: users who have attained upper-tier reputations arergén
“answer-dominant”: they gain the bulk of their reputatioorh an-
swering others’ questions well, and do not ask many questidén
their own. Also, we see that the “elites”, those users whoehav
achieved over 100K reputation, gain significantly more efrthep-
utation from their answers being accepted than other répota
levels, and correspondingly less from receiving upvotdst (pot
shown due to space constraints). This fact about elitesehwery
appears to be largely due to an idiosyncrasy of the reputatie-
tem on Stack Overflow: once users gain 200 points in a day, they
can only gain more from either having their answers seleoted
winning bounties. Since only the highest-reputation ubérthis
daily cap on a regular basis, we see a shift in the source of the
reputation from upvotes to having answers accepted.

Having established that high-reputation users tend to gaist
of their reputation from answering questions, one can asithenr
there is any further stratification imhichquestions the high-reputation
users answer. For example, one might have conjecturedhiba t
is a hierarchy of questioners and answerers, with highistan-
swerers reserving their efforts for questions from higitist ques-
tioners. But we do not see strong evidence for such a higrarch
for example, Figure 3 shows that except at the highest lesfels
reputation, the median reputation of a question’s answiapends
very little on the reputation of the user asking the questioml the
maximum reputation among the answerers increases onlylyveak
in the questioner’s reputation. Thus, the real picture seenbe
that high-reputation users are fairly omnivorous in thestjoas
they answet.

Although there isn’t a strong connection between the qoesti
and answerer reputations, there could still be correlatimtween
the reputations of answerers who answer the same questions.

Indeed, this may be almost by necessity: if relatively feghhi
reputation users ask questions, then one cannot acquiry higé

reputation by restricting one’s activities to questiormnirthis sub-
set.

deed, our mental picture of a question floating down throuéh d
ferent reputation levels suggests this might be the case é-wan
now show that it is.

A first approach to doing this is to compute the correlation co
efficient between the reputations of co-answerers — paitsefs
who answer the same question. To determine whether the-corre
lation coefficient is indicative of homophily by reputati¢ire. the
tendency of users with similar reputations to answer theesgunes-
tion) we compare it to the correlation coefficient for repigtas of
co-answerers in a randomized baseline. For this baseliaeow-
sider the bipartite graph formed by questions on one sideaand
swerers on the other, and with a link between a quesfipand an
answeretd; if A; answeredy;. We then randomly rewire the bi-
partite graph while preserving the degrees on the left agid;rthis
gives us our randomized baseline pattern of co-answerihg.cor-
relation coefficient between the reputations of the reacenerers
is 0.11 and the correlation coefficient between the renatdf the
co-answerers in the randomized baseline is 0.031 (we uskarep
tions on a log scale). This calculation shows that answenvéts
similar reputations are much more likely to answer the sanesq
tion than would be expected by random chance given the hlistri
tions of answers by reputation. Thus, it seems that anss/arex
given reputation level are attracted to the same sorts oftiuns,
and that the source of this attraction is not the reputatiothe
questioner (due to Figure 3).

This previous calculation ignores the time-ordering inehhtihe
answers arrive. We now carry out a computation to answer the
following question: What are the characteristicsoofieredrepu-
tations on questions? Let denote the reputation of the answerer
who authors the-th answer to arrive. Our question is: when a
user with reputation; first answers a question, what is then the
conditional distribution over reputations of the secondvesrer
(provided there is a second answerer)? In Figure 4 we shaw thi
conditional distribution, subtracted from the overalltdisution of
ro for the full population restricted to the set of responsessm
the figure (we restricted to questions where first answer sdme
6 minutes after the question). As the figures show, when tke fir
answerer has high reputation, then high reputations aneeqpre-
sented in the population of second answerers; and corrasyiy
when the first answerer has low reputation, the second arfsager
an elevated chance of having low reputation as well. Thus, th
provides another indication of homophily by reputation agthe
answerers of a question. This is another phenomenon thatipso
useful information for the tasks we introduced in Section 4.

Interleaved processes of question answering and votingrecall
our observation from the beginning of this section aboutans
and the votes they receive, that one should think of thearaf/
answers and votes as simultaneous. We find that they aretin fac
interleaving — both accumulate during the initial “fast’gse after

a question is posed. The effect of this can be seen in Figae 5(
which shows the reputation gained by an answer when it ig-the
th answer to arrive out of total answers. The linear decrease in
¢ and the fact that the line is shifted upward for largecan both
be explained by the fact that answers and votes are arrivigg i
interleaved fashion: this means that earlier answers have time

to receive votes (hence the linear decrease),imand ask grows,

it means that the arrival process goes on longer, resultimgare
votes for all answers.

There are some other aspects of this arrival process thad sta
largely as open questions, however. For example, we seeyin Fi
ure 5(b) that the fraction of positive votes for théh answer out
of k increaseawith i. (Note that all the fractions are very close to
1, so this is a distinction involving small differences.) Taeare
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when the total of &k were given to the question.

several possible conjectures for this increasing behafdoexam-
ple, the fact that early answers receive negative votes raahéd
reason that the user posing the question allows answersitimge
accumulating before accepting one of them.

5.2 The Activity Level of a Question

In the previous section we analyzed various aspects of the an
swer arrival process, and how our model of the reputatioamiya
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Figure 6: Average number of votes per answer for both answer-
ers on a 2-answer question as a function of the higher answere
reputation. Lower reputation fixed between 75-125. High rep
utation plotted on a logarithmic (base 10) scale.
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Figure 7: Number of votes per answer as a function of the num-
ber of answers on the question.

not the only prerequisite for being a good answer). Howeés,
raises an interesting question: Does this mean that answers
pete with each other for votes — that answers act as playas in
zero-sum game? Or is it that answers are judged more by their
inherent quality than in relation with the other answersdues-
tion? Or perhaps there is some other phenomenon at work.

We answer this question with the following experiment. kgt
denote the reputation of theth answerer, as before, and igtde-
note the vote score of thieth answer. We now fix» and observe
how v, varies as a function of,. If the “competition” theory is
correct, then we would expeet to drop asr; is increased, since
higher-reputation users are more likely to produce theecbran-
swer quickly. If answers are judged by their inherent qualibne,
we would expect, to stay roughly the same. We show the rela-
tionship in Figure 6. Surprisinglyy. goesup asr is increased.
Clearly the answers are not playing a zero-sum game. We\abser
this effect because questions with high-reputation usarticgpat-
ing receive more attention than average. s/Asincreases, both
v1/(v1 +v2) andvz increase. This means the high-reputation user
increasingly “wins” the question on a relative scale (assuead in

explains many of the phenomena we observe. Now we turn our the share of the votes), but the lower-reputation userggitis on

attention to the other interleaved community process ostipres:
voting. Specifically, we consider the level of activity onwegtion,

an absolute scale (by gaining more votes).
Next, we examine how the number of votes per answer varies

and its consequences for how both the answers and the questio yith the number of answers on the question. Again, if the first

itself are evaluated by the community. Interestingly, whejues-

tion receives many answers, all the answerers benefit instefm
reputation gained, and the question receives more fagoover

time. Thus, instead of viewing the answers as competing avith

another for the community’s limited attention, it appedrattan

essentially opposite view is more apt, and one in keepin wit
central premise of the paper — that heightened activity radca

question leads to greater value.

Higher activity produces benefits. As we previously discussed,
guestions on Stack Overflow are supposed to be answerakhle fac
ally and objectively (if they're not, then they’re markeda®Com-
munity Wiki” question and actions on them do not count tovgard
one’s reputation score). This creates an incentive to arnguiekly,
since it is likely that the first correct answer may well beegpted.
(Of course, as highlighted in the introduction, there arelbbeand

ory (that answers compete for votes) is correct, then we avext
pect that the number of votes per answer decreases with thiearu
of answers since more answers are competing to be the besanAs
be seen in Figure 7, the opposite is again true: the more asswe
there are, the higher the votes-to-answers ratio. Thisimsgoily
due to the fact that questions with many answers receivege lar
amount of attention. Sitill, the fact that answers on quastiith
many answers get more votes on average than votes with fewer
“competitors” reinforces the point that answering and ngton
Stack Overflow is not a zero-sum game. Even if answers compete
for “individual” votes, we've seen that the increased attenon
your answer both from having higher-reputation compegitand
from having more competitors more than makes up for any cempe
tition between answers.

Finally, we show that questions with more answers are atsoead

worse ways to give a factual answer — being grounded in fact is as more valuable by the community over the long time scale dur
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ing which the question is favorited. In Figure 8 we consideest
tions in which we fix the evaluation of the “best” answer — tisat
we look at questions in which the highest-voted answer adway
ceived exactly five votes. Given a best answer of fixed qualdgs
it help to have additional answers? Figure 8 shows that theoeu
of users favoriting the question indeed increases moncadipiin
the number of answers.

Again, this increase seems largely due to the increasedtgcti
around a question — though it is worth noting that this iséased
activity in a highly generalized sense, since the favagitsxoccur-
ring over a significant time period, long after the burst cfaering
and voting on the question has subsided. In Figure 8 we seththa
probability a user chooses to favorite a question they awing
remains roughly constant with the number of answers. Thhes, t
correct way to view this may be as follows: having more answer
increases the number of viewers of the question in the lomg,te
and it does so with no downside in thate of favoriting — each
given user is still equally likely to favorite the question.

This again fits closely with a central theme of the introdutti
Rather than viewing multiple answers to a question as a fdrm o
“clutter” that needs to be cleaned up, we see here that guesti
with multiple answers produce benefits in the form of inceeas
attention, and they do this without suffering any loss in¢hance
that a reader of the question will choose it as a favorite.

6. PREDICTION TASKS

The previous section presented a set of principles govgithie
community process of question-answering on Stack Overfitaw
we show that this new understanding is directly applicabléhe
two prediction tasks introduced in Section 4. First we idtrce the
features that our analyses suggest would be helpful foratblest

Features used for learning. Overall, we explore four different
classes of features (27 features in all) describing staticdynamic
properties of the answering process to a given questione Natt
the actual models we present in this section will not necégsa
include all the features. Our aim here is to illustrate thacspof
features that arise from our findings in the previous sestide
then focus on building explanatory models using only thetraes
sential features. The full set of features we consider inbaAs:

e Questioner features §4), 4 features total: questioner repu-

reputation, sum of answerer reputations, length of answer
by highest-reputation answerer, # of comments on answer
by highest-reputation answerer, length of highest-sgaaim
swer, # of comments on highest-scoring answer.

e Temporal process features §p), 7 features total: average
time between answers, median time between answers, min-
imum time between answers, time-rank of highest-scoring
answer, wall-clock time elapsed between question creation
and highest-scoring answer, time-rank of answer by highest
reputation answerer, wall-clock time elapsed between-ques
tion creation and answer by highest-reputation answerer.

6.1 Predicting long-lasting value

Recall from Section 4.1 that our first task is to predict long-
lasting value of a question together with its answers.

Experimental setup. We use the number of pageviews of a ques-
tion with its answers in a given time-frame as our measurdef t
amount of attention the question receives and thus as a mfoxy
its long-term value. The number of times the question wasrfav
ited would be an alternate proxy for value; however, we agrsi
the number of pageviews (after controlling for question)agee

a better choice for several reasons: the number of pageviews
large and robust number, whereas the number of favoritegite q
sparse for most questions, and hence a noisy indicator afaime
munity’s reaction to the question. Moreover, only registeusers
can favorite a question, whereas the full Internet popoation-
tributes to its pageviews — hence the latter measure is semsi
with our goal of viewing the question with its answers as hgvi
value that transcends the question-answering commusif.it

To control for the age of the question and Stack Overflow's-eve
increasing popularity, we restrict our attention to questicreated
in the same month and predict the number of pageviews one year
later. We only consider questions in which the first answeves
within an hour after the question was asked (otherwise tlestipn
almost certainly doesn't receive a lot of attention). Wenfalate
the task of predicting pageviews as a binary classificatisit}
and report our performance on two setups: in the first cage, th
response variable is whether the question’s number of pagsv
is in the bottom or top quartile of the questions in our cafgrb
sample (thus excluding the middle half of the dataset), aritie
second case the response variable is whether the questioniser
of pageviews is in the bottom or top half of the questionsgtiming
the entire dataset). The full dataset consists of 28,728 phes,
and our dataset is balanced (the response variable is 6g@0bin
both cases by construction.

Since the practical application of this task would be to futed
question quality early on in a question’s lifetime, we penicthis
task using only the information available up to a given antoume
after the question is asked. The time-frames we considet,a83ge
24, and 72 hours after the question is posted

We performed feature selection and found a core set of 8 fea-
tures that we use in this task: questioner reputation (late¥c# of
questions the questioner has asked (log scale), # of answehe

tation, # of questioner’s questions and answers, questione dquestion, sum of scores on answers to question, # of comraants
percentage of accepted answers on their previous questions highest-reputation answerer, and 3 features of the higlesing

e Activity and Q/A quality measures (Sg), 8 features total: # answer: length, # of comments on it, and how long after qoesti
of favorites, # of page views, # positive and negative votes o creation it was written. We call this sék.
question, # of answers, maximum answerer reputation, high- 3
est answer score, reputation of answerer who wrote highest-

Formulating this task as a regression problem puts too moch e
phasis on predicting the exact number of pageviews, andatstr

scoring answer,
e Community process features §¢), 8 features total: average
answerer reputation, median answerer reputation, fractio

from the main object of interest to a Q&A site operator: wieeth
page will be of high or low value in the long run.
3Another interesting feature is the number of pageviews is th

sum of answerer reputations contributed by max answerer short time-frame; however, we do not have access to such data
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Figure 9: Results of pageview prediction. Notice strong alws
lute and also relative performance of our method. (left) Aca-
racy, (right) Area under ROC curve.

We standardize all the features. For interpretability aaskeof
comparison, we use a logistic regression classifier, parid-fold
cross validation and report classification accuracy anctea un-
der the ROC curve (AUC).

Feature | Coefficient
Number of answers +0.61
Sum of answer scores +0.47
# of questioner’s questions (log scale) -0.46
Length of highest-scoring answer +0.38
Questioner’s reputation (log scale) +0.31
Time for highest-scoring answer to arrive +0.22
# comments on highest-scoring answer +0.19
# comments on highest-reputation answerer’s answef.17

Table 3: Relative importance of features for predicting lorg-
lasting value of the question.

this signal comes from community features beyond simpliitogp
at direct evaluations of the question.

Incorporating the rich contextual information found on thes-
tion page significantly helps predict eventual questioaraibn and
quality — even over directly asking Stack Overflow users. fEthe-
tive importance of th&s features (aside from those included in the
baseline) is listed in Table 3.

The single most important feature is the number of answeris. T
is already a strong indication that considering all of thevears in-
stead of just one is helpful. Since the baseline knows thebeuwf
votes and favorites, this isn’'t purely an attention eff@tte second-
most informative feature provides another variation onaantral
theme of multiple good answers providing value over and abov
the best answer: the sum of the answer scores is more infieemat
than any single feature of the highest-scoring answerrdstimgly,
the effect of community interaction in the form of comments o

To establish a baseline set of features we notice that ork Stac answers also has signiﬁcant predictive power. The fact ttheat

Overflow there are two main mechanisms by which users can di-

rectly evaluate a question’s quality: they can upvote or rimte

it, and they can mark it as a favorite. Since these are wayskSta
Overflow directly asks users about question quality, theukhbe
strong predictors on this task. Therefore, we compare @iufes
against these two “crowd-sourced” features: # of favoriteshe
question, # of positive minus negative votes on the question

Experimental results. Figure 9a gives the results of the prediction
task with the top-vs-bottom quartile setup. Surprisinghg base-
line only gives less than 5% improvement in accuracy ovedoan
guessing 1 hour after the question was ask&tis means that the
number of votes and the favorites, which are two direct dggof
question interestingness and value from the Stack Overfkey u
community, only slightly improves over random guessingteax-
ing the time window to 3 days — after which most answers, votes
and a large fraction of favorites have arrived (see Sectjen bnly
improves this to a 7.5% accuracy gain over random guessiog- H
ever, the community process and dynamics featusey iispired
by our previous analyses double the improvement to 9-10%-in a

time for the highest-scoring answer to arrive has a sigmifipasi-
tive coefficient (meaning thienger it takes to arrive, the better the
eventual question quality) is intriguing, and perhapsteeldo Fig-
ure 5, which shows that later answers get positive votes|agtelyg
higher rate. These results show that our findings in Sectisig5
nificantly help predict the long-term value of question Fage

6.2 Predicting whether the question has been
sufficiently answered

We now show that these same features also help on our second
task: predicting if a question has been satisfactorily aned.

Experimental setup. Every question that eventually has a bounty
offered on it (a “bounty question”) has some numbkesf answers

on it at the moment when the bounty is offered. &t be the

set of bounty questions with answers prior to when the bounty
is offered, and letd,, denote the set of non-bounty questions for
which exactlyk answers arrive before the questioner decides to
accept one of them (and in which the questioner had lessatpuit
points than required offer a bounty). Our classificatiok iaghen

curacy and 14-15 AUC points in each time frame. We achiev 0.7 {5 yse the information on a question page vitanswers to predict
AUC using theSs features available in the hour after the question \yhether it is a member ofi,, or By.. Since bounty questions are

was asked; the baseline only scores 0.56 AUC in the same timequite rare (there are 13K of them in total), we take a randanpée

frame. Figure 9b shows that the results are similar when wé do
exclude the middle half of examples, except that the absgat-
formance levels drop since the output variable is inheyamilsier
(i.e. differentiating between the 52nd and 48th perceniidnarder
than differentiating between the 77th and 23rd percentiles

To fully appreciate the result we emphasize that we are &xtra
ing features available only 1 hour after the question waséskd
are predicting question pageviews 1 year in the future. Weifin
remarkable that only after a single hour there is alreadyighsig-
nal to predict the long-term question-page value, and thetnof

40One way to reconcile this weak improvement with the clear re-
lationship between pageviews and favoriting is to recadl pbint
made earlier that favorites are quite sparse, and so faitdeige
information about many questions.

of questions from . so that our dataset is balanced. We performed
this prediction task for different values bfand the results were all
qualitatively similar. We report our results fér= 3.

In contrast to the previous task, there is no natural basetn
compare to since Stack Overflow lacks a direct mechanism lighwh
the user community could explicitly express that a quedt@snot
been satisfactorily answered thus far. Thus, instead afrarity
choosing certain features to act as a baseline, we studyettier{p
mance of the four feature classes described at the outset.

Features used for learning.We again started with our full feature
setSa USg USc USp, and since we are given the exact number
of answers so fark(), we also considered few additional features.
Specifically, we computed the individual # of positive andaté/e
vote counts for each answer (addedte), answerer reputations of
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each answer (added &), and time between the answers (added
to Sp) as additional features.

After conducting feature selection, we reduced our feattioe
a smaller set of 18 features: 3 frofu (questioner reputation, #
of questioner’s questions, and # of questioner's answbrfom
Sp (# favorites on question, maximum answer score, maximum
answerer reputation, and positive and negative questitesy®

from S¢ (average answerer reputation, # positive votes on last an- [8]

swer, # negative votes on 2nd answer, length of highestrgran-
swer, length of answer given by highest-reputation ansyerel
# comments on highest-scoring answer), and 4 f&yn average
time difference between answers, time difference betwasn2
answers, time-rank of highest-scoring answer, and tim&-oéan-
swer by highest-reputation answerer. We add a prime to timega
of the feature set®(g, S’,) to denote the subsets we chose.

Experimental results. The results foik = 3 are reported in Fig-
ure 10. Notice that the properties of the questioner on their
(S4) have good predictive power because high-reputation muest
ers can more easily afford to offer a reputation bounty. Thgep
activity and question and answer quality measurgs) (are also
useful predictors, as expected. But adding features incated
from our study of the community processes governing Staa-Ov
flow (S¢. and Sp) gives a gain of nearly 5 AUC points oveét)
and S%. Again, we see that taking into account the rich interac-
tion on the question page improves performance over evengstr
categories of features.

7. CONCLUSION

As question-answering sites grow in complexity, with mare i
volved questions that are increasingly addressed by nilép-
perts, it becomes useful to think not just in terms of a “bastSwer

to a question but in terms of a set of answers and the community

processes that produce them. We have seen how Stack Ovexflow,
site that exemplifies these aspects of question-answérasga rich
temporal structure that we have been able to use to identibpi-
tant properties of a question together with its correspumdiet of
answers—specifically which questions and their answerkkaig

to be of lasting value, and which ones are in need of additioslp
from the community.

Our goal in this paper has been to start exploring the foumakt
for reasoning about community processes in question-ainsyve
We anticipate that further analysis could potentially ssigicher
ways of assessing expertise among users, identify a moreaitet
spectrum of genres among the questions that appear, antifguan
more fully the role that incentives and competition playhivita
community as it answers questions.

Acknowledgements. We thank Stack Overflow for providing their data.
This research has been supported in part by NSF CNS-1010821016909,
11S-1149837, 11S-1159679, 11S-0910664, CCF-0910940, k8e016099,
a Google Research Grant, a Yahoo Research Alliance Grangliert Yu

& Mary Bechmann Foundation, Boeing, Allyes, Samsung, YatewoAl-
fred P. Sloan Fellowship, and a Microsoft Faculty Felloyshi

8. REFERENCES
[1] L. A. Adamic, J. Zhang, E. Bakshy, and M. S. Ackerman.

Knowledge sharing and Yahoo Answers: everyone knows

somethingWWW 2008.

E. Agichtein, Y. Liu, and J. Bian. Modeling

information-seeker satisfaction in community question

answeringACM Trans. Knowl. Discov. Dat&3(2009).
[3] A. Anderson, D. Huttenlocher, J. Kleinberg, and J. Le&®
Effects of user similarity in social medi®/SDM 2012.

[4] C. Aperijis, B. A. Huberman, and F. Wu. Human
speed-accuracy tradeoffs in seardhCSS 2011.

[5] C. Danescu-Niculescu-Mizil, G. Kossinets, J. Kleinper
L. Lee. How opinions are received by online communities: a
case study on Amazon.com helpfulness votggv/W 2009.

[6] S. Fortunato, A. Flammini, F. Menczer, A. Vespignani.

Topical interests and the mitigation of search engine bias.

Proc. Natl. Acad. Sci. USA03(34):12684—-12689, 2006.

R. Guha, R. Kumar, P. Raghavan, and A. Tomkins.

Propagation of trust and distrust/WWw 2004.

F. M. Harper, D. Raban, S. Rafaeli, and J. A. Konstan.

Predictors of answer quality in online Q&A sitéSHI, 2008.

[9] J. Jeon, W. Croft, J. Lee, S. Park. A framework to prediet t

quality of answers with non-textual featuré&$GIR 2006.

P. Jurczyk E. Agichtein. Discovering authorities iregtion

answer communities by using link analystiKM, 2007.

[11] R. Kumar, Y. Lifshits, and A. Tomkins. Evolution of
two-sided marketstVSDN 2010.

[12] J. Leskovec, D. Huttenlocher, J. Kleinberg. Goverreaimc
social media: A case study of the Wikipedia promotion
processICWSM 2010.

[13] J. Leskovec, D. Huttenlocher, J. Kleinberg. Predigtin
positive and negative links in online social networéww
2010.

[14] J. Leskovec, D. Huttenlocher, and J. Kleinberg. Signed
networks in social mediaCHI, 2010.

[15] Q. Liu, E. Agichtein, G. Dror, E. Gabrilovich, Y. Maargk
D. Pelleg, I. Szpektor. Predicting web searcher satisfacti
with existing community-based answe&GIR 2011.

[16] Y. Liu, J. Bian, E. Agichtein. Predicting informatioesker
satisfaction in community question answeriSgGIR 2008.

[17] K. K. Nam, M. S. Ackerman, and L. A. Adamic. Questions
in, knowledge in?: A study of naver’s question answering
community.CHI, 2009.

[18] H. Oktay, B. J. Taylor, and D. Jensen. Causal discovery i
social media using Quasi-Experimental desi@i&KDD
Wkshp Soc. Media Analytic3010.

[19] J. Preece, B. Nonnecke, D. Andrews. The top five reasams f
lurking: Improving community experiences for everyone.
Computers in Human Behavia20(2004).

[20] J. Ratkiewicz, S. Fortunato, A. Flammini, F. Menczer,

A. Vespignani. Characterizing and modeling the dynamics of
online popularityPhys. Rev. Lett105(2010).

[21] C. Shah, J. Pomerantz. Evaluating and predicting answe
quality in community QASIGIR 2010.

[22] G. Szabo and B. A. Huberman. Predicting the popularity o
online contentCACM, 53(2010).

[23] Y. R. Tausczik and J. W. Pennebaker. Predicting the
perceived quality of online mathematics contributionsrfro
users’ reputationsCHI, 2011.

[24] F. Wu and B. A. Huberman. Novelty and collective attenti
Proc. Natl. Acad. Scj.104(45):17599-17601, Nov. 2007.

[25] J. Yang, L. Adamic, M. Ackerman. Crowdsourcing and
knowledge sharing: Strategic user behavior on taske).
2008.

[26] J. Zhang, M. Ackerman, L. Adamic. Expertise networks in
online communities: Structure and algorithridéWw 2007.

(2]

(7]

[10]



