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Homework 10

1.

In Luby’s algorithm, we need to show that if we expect to delete at least
a fixed fraction of the remaining edges in each stage, then the expected
number of stages is logarithmic in the number of edges. We can formalize
this as follows.

Proposition Let m > 0 and 0 < € < 1. Let X;, Xo,... and Sy, S,
Sy, ... be nonnegative integer-valued random variables such that

EXni1|Sn) > €e-(m—5,) .

Then the expected least n such that S, = m is O(logm).

In our application, m is the number of edges in the original graph, X, is

the number of edges deleted in stage n, S, is the total number of edges
1

deleted so far after stage n, and € = =.
(a) Show that
ES, > m(l—(1-¢").

(Hint. Using the fact £(E(X,11 | Sn)) = £X,11 shown in class, give
a recurrence for £S,,.)

(b) Using the definition of expectation, show also that
ES, < m-—1+Pr(S,=m)
and therefore
Pr(S,=m) > 1—-m(1l—¢€)".

(c) Conclude that the expected least n such that S, = m is O(logm).
(Hint. Define the function

1, ifz<m
fl) = { 0, otherwise

and compute the expectation of the random variable
R = f(So)+ f(S1) + f(S2) +---

that counts the number of rounds.)
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Homework 10 Solutions

1. (a) As shown in Lecture 36, the expected value of the random variable

E(Xpi1 | Sn) is
EE(Xns1 | S) = EXppr -

This yields the recurrence

ESy = 0
gSnJrl - g(sn + Xn+1)
— £S5, 4 EX it

ESn + E(E(Xnt1 | Sn))
ESy +E(e(m—Sy))
em+ (1 —€)ES,

v

whose solution gives

£Sy > m(1—(1—¢n).

ES, = D i Pr(S, =

m—1

= m-Pr(S,=m)+ > i Pr(S, =1
o

< m-Pr(S,=m)+ » (m—1)-Pr(S, =1)
1=0

m-Pr(S, =m)+ (m—1)- (1 —Pr(S, =m))
= m—1+Pr(S,=m) .

Combining this inequality with (a), we obtain
Pr(S,=m) > 1—-m(l—¢)"
(c) Using (b),

Ef(S,) = 1-Pr(S, <m)+0-Pr(S, =m)
= 1-Pr(S,=m)
< m(l—¢)"

Also, by definition of f,
EF(S)) < 1.
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Then for any /,

ER = SEF(S)

-1 00
< D1+ m(l—e)
n=0 n=;¢

= L+m(l—e)" > (1—e)"

n=0

= E—l—m(l—e)e.
€

Taking

logm — loge
(= | ——
—log(1l —¢)

gives the desired bound.

2. Let a, = |A,|. It will suffice to show that for any subset B of Z, of size
kE <d,

PI‘( /\ To +T1U + JTQU2 + -+ xd,lud_l € Au) = G
ueB ueB P
But
d—1 .
Pr( A\ > zu' € A,)
ueB 1=0
1 d—1 _
= — H@o,--szaa) | N\ D wiv' € AL}
p u€EB i=0
1 d—1 .
= — > H@o.,wg) | A\ D wiu' =2} .
p 2u €Ay, UEB weEB i=0
Consider the k x d linear system
To+ 1w+ sou’ 4+ -z utt = z,, uweB.

This can be represented in matrix form as
Ar = =z
where A is a k x d submatrix of a d x d Vandermonde consisting of all rows
(1, u, w?, ..., u®™Y), wuehB.

Since the Vandermonde is nonsingular, A is of full rank k. Its kernel is
therefore a subspace of Zg of dimension d — k, thus the affine subspace of



