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(Unknown) expert distribution

The Distribution Matching Problem
Pexpert(ξh)

Learn distribution over trajectories

Pθ(ξ)

All we see are  
expert samples

Learner can also 
generate samples

?

What loss 
should we 

use?



Use GANs to estimate divergence!
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Generator Discriminatorθ

Maximally discriminate 
between learner and generator 

samples

Minimize discriminator 
loss!
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for i = 1,…, N # Loop over datapoints

ξi ∼
1
Z

exp (−Cθ(ξ, ϕi))
θ+ = θ − η[∇θCθ(ξh

i , ϕi) − ∇θCθ(ξi, ϕi)]

# Call planner!

# Update cost
(Push down human cost) (Push up planner cost)

One such instance: MaxEnt IRL!



The Problem
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Adversarial games are challenging to solve!

Typically require tricks to make sure discriminator does not get too 
powerful (gradient penalty, early stopping etc)

Are there simpler ways to learn  ? pθ(ξ) ≈ p*(ξ)



Steal from computer vision!
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Diffusion Models: Latest Generative Model!
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Deep Generative Learning
Learning to generate data

Train

Sample

Neural NetworkSamples from a Data Distribution

CVPR Tutorial on Diffusion Model https://cvpr2023-tutorial-diffusion-models.github.io/
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What you can do with this today
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What you can do with this today
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Sanjiban + AI art (created with MidJourney)



Art is cute …  
but what about robots??
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Diffusion Policies!



Imitation 
Learning

Diffusion  
Models



How have researchers in computer vision 
approached the problem of  

modeling distributions pθ(x)?



Option 1: Variational Autoencoder
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Problem: Images were not very high quality!

Lilian Weng. “What are Diffusion Models?”



Option 2: Generative Adversarial Networks
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Problem: Failed to capture multiple modes / diversity

Lilian Weng. “What are Diffusion Models?”



Option 3: Diffusion Models
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Problem: Currently too slow (but can be faster!)

Lilian Weng. “What are Diffusion Models?”



History of diffusion models
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Sohl-Dickstein et al., Deep Unsupervised Learning using 
Nonequilibrium Thermodynamics, ICML 2015 

Song and Ermon, “Generative Modeling by Estimating Gradients 
of the Data Distribution”, NeurIPS, 2019 

Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 
2020



Denoising Diffusion Models 

19
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

Two main process

Forward diffusion process gradually adds more noise to the input

Reverse diffusion process that learns to generate data by denoising 



Forward: Add a bit of Gaussian noise
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021
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Forward Diffusion Process

The formal definition of the forward process in T steps:

Data Noise

Forward diffusion process (fixed)

x0 x1 x2 x3 x4 … xT

(joint)

x0 x1 xt−1 xt xT

q(xt |xt−1) = 𝒩(xt; 1 − βtxt−1, βtI) q(x1:T |x0) =
T

∏
t=1

q(xt |xt−1)

β1 < β2 < … < βTVariance schedule
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

x0 x1 xt−1 xt xT
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Diffusion Kernel

Data Noise

Forward diffusion process (fixed)

x0 x1 x2 x3 x4 … xT

values schedule (i.e., the noise schedule) is designed such that                 and     

For sampling:

Define (Diffusion Kernel)

wherext = ᾱtx0 + 1 − ᾱtϵ
Stacking Gaussians gives you a Gaussian

where αt = 1 − βt ᾱt =
t

∏
i=1

αi ϵ ∼ 𝒩(0,I)

Forward: Add a bit of Gaussian noise
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

x0 x1 xt−1 xt xT

15 

Diffusion Kernel

Data Noise

Forward diffusion process (fixed)

x0 x1 x2 x3 x4 … xT

values schedule (i.e., the noise schedule) is designed such that                 and     

For sampling:

Define (Diffusion Kernel)

where

Directly sample from this!

q(xt |x0) = 𝒩(xt; ᾱtx0, (1 − ᾱt)I)

ᾱ1 > … > ᾱT ≈ 0Multipliers

Forward: Add a bit of Gaussian noise
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

x0 x1 xt−1 xt xT

Start from xT ∼ 𝒩(0, I)

Reverse: Learn to denoise
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Reverse Denoising Process

Formal definition of forward and reverse processes in T steps:

Data Noise

Reverse denoising process (generative)

Trainable network
(U-net, Denoising Autoencoder)

x0 x1 x2 x3 x4 … xT

pθ(x0:T) = p(xT)
T

∏
t=1

pθ(xt−1 |xt) pθ(xt−1 |xt) = 𝒩(xt−1; μθ(xt, t), Σθ(xt, t))

Learn a distribution  pθ(xt−1 |xt)



24

13 

Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

x0 x1 xt−1 xt xT

How do we train our model?

19 

Reverse Denoising Process

Formal definition of forward and reverse processes in T steps:

Data Noise

Reverse denoising process (generative)

Trainable network
(U-net, Denoising Autoencoder)

x0 x1 x2 x3 x4 … xT

Write out the variational upper bound and minimize that

LVUB = 𝔼q(x0:T)[log
q(x1:T |x0)

pθ(x0:T) ]
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

x0 x1 xt−1 xt xT

How do we train our model?

19 

Reverse Denoising Process

Formal definition of forward and reverse processes in T steps:

Data Noise

Reverse denoising process (generative)

Trainable network
(U-net, Denoising Autoencoder)

x0 x1 x2 x3 x4 … xT

Simplifying trick: Don’t predict the images, predict the noise ϵθ

μθ(xt, t) =
1
αt

(xt −
1 − αt

1 − ᾱt
ϵθ(xt, t))
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

x0 x1 xt−1 xt xT

How do we train our model?

19 

Reverse Denoising Process

Formal definition of forward and reverse processes in T steps:

Data Noise

Reverse denoising process (generative)

Trainable network
(U-net, Denoising Autoencoder)

x0 x1 x2 x3 x4 … xT

Crunch through a ton of math, simplify terms and you get

Lsimple
t = 𝔼t∼[1,T],x0,ϵt[∥ϵt − ϵθ(xt, t)∥2]

= 𝔼t∼[1,T],x0,ϵt[∥ϵt − ϵθ( ᾱtx0 + 1 − ᾱtϵt, t)∥2]



Super simple training loop!

27 13 

Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

x0
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

xt
ϵt

ϵθ



Super simple inference step!
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

xT
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

xT−1
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

x0



Wait just a minute … 
Isn’t there a distribution 

shift issue here?

29
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Expert distribution 
 

Learner distribution
≠

13 

Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

x0

xt
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

Noise path 
 

Denoise path
≠



Unrealistic images produced by distribution shift!
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Dire consequences when mistakes matter!

32



What do we do about this?

Clean the data to remove any unrealistic images that may confuse it? 

Take small steps so as to not leave the realistic manifold? 

There must be a better way!
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Can DAgger once again 
save the day? 

34



DAgger for Diffusion  

For i = 0 … N

Noise the input image

Denoise m steps using  
current learner 
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising 

Learning to generate by denoising

Data Noise

Forward diffusion process (fixed)

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021

Add original image as target

Aggregate data!



Does it work?

Original diffusion DAgger



Is there another way?
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DAgger feels like overkill!

We control both the noise and the denoise process 

Can’t we just noise / train more intelligently?





What is our goal?
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We want to model a distribution pθ(x) ≈ p*(x)



What is our goal?
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We only see samples from x1, x2, …xN ∼ p*(x)



How do we do this?
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Typically choose pθ(x) =
exp(−fθ(x))

Z(θ)
(Recall 

MaxEnt!)



How do we do this?
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max
θ

N

∑
i=1

log pθ(xi)



How do we do this?
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max
θ

N

∑
i=1

log pθ(xi) = max
θ

N

∑
i=1

log
exp(−fθ(x))

Z(θ)

= max
θ

N

∑
i=1

− fθ(x) − log Z(θ)



How do we do this?
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max
θ

N

∑
i=1

log pθ(xi) = max
θ

N

∑
i=1

log
exp(−fθ(x))

Z(θ)

= max
θ

N

∑
i=1

− fθ(x) − log Z(θ)

Is this tractable to compute?



How do we do this?
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max
θ

N

∑
i=1

− fθ(x) − log Z(θ) Is this tractable to compute?

Option 1: Restrict the model architecture

Option 2: Approximate the normalizing 
constant (e.g., variational inference in 
VAEs, or MCMC sampling used in 
contrastive divergence) 



Is there another way to bypass the 
normalizing constant? 
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Yes!  

Model the score function

∇xlog pθ(x)



Score-based model
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Why?
sθ(x) = ∇xlog pθ(x)

= ∇x − fθ(x) − ∇xlog Z(θ)
(= 0!)

= ∇x − fθ(x)

Bye bye normalizing constant!!!
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Probability functions   
need to be normalized!

pθ(x) Score function  
No normalization!

sθ(x)

Probability vs Score



So … how do we learn 
the score?
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Consider the following optimization problem
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1
2

𝔼p* [ | |∇xlog p*(x) − ∇xlog pθ(x) | |2
2 ]



Consider the following optimization problem
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1
2

𝔼p* [ | |∇xlog p*(x) − ∇xlog pθ(x) | |2
2 ]

The Good: 
No normalizing 

term here!

The Bad: 
We don’t know this! 
(Can only sample  

from p*)



Math to the rescue!
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Can prove that 
1
2

𝔼p* [ | |∇xlog p*(x) − ∇xlog pθ(x) | |]

𝔼p* [tr(∇2
x log pθ(x)) +

1
2

| |∇xlog pθ(x) | |2
2 ] + const

is the same as 

We can compute all these terms!



Training score based models
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ℒ(θ) = 𝔼p* [tr(∇2
xsθ(x)) +

1
2

| |∇xsθ(x) | |2
2 ]

Optimize this loss to get score sθ(x)



How can I sample from 
 using ?pθ(x) ∇xlog pθ(x)
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Langevin Dynamics
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Initialize a random x0

xi+1 ← xi + ϵ∇xlog pθ(x) + 2ϵzi

Update x using noisy gradient steps

zi ∼ 𝒩(0,I)

Eventually  looks like 
they come from   

xi
pθ(x)
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Problem: Score inaccurate where there is no data

58
Estimated scores are only accurate in high density regions.



Idea: Add noise to the data!!
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Estimated scores are accurate everywhere for the noise-perturbed data 
distribution due to reduced low data density regions.
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Apply multiple scales of Gaussian noise to perturb the data distribution 
(first row), and jointly estimate the score functions (second row). 



61

Sequence of Langevin chains with gradually decreasing noise scales.

Celeb-A CIFAR
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Setting time resolution to zero (continuous time)
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Every SDE has a reverse SDE

64
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Why do we care?
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Gives rise to a whole new landscape of ways to estimate score function

No longer restricted to small step size in diffusion models

Consistency models are one such example!

Open questions: Can we pull-back these ideas to decision making?


