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Frontiers



Problem: Insane number of papers out there!!
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Impossible for outsiders to  
find any sort of scaffolding

Many of these papers 
recycle old ideas 

while butchering the insight

Hope: Sparse set of papers 
that give you reach



Our Strategy
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Goal: Engage with various frontiers of research  
on robot decision making

Expectation: For details and concrete implementation, 
you should be able to look that up

Strategy: Equip you with a sparse “support vector” of papers 
that gives you maximal reach on the problem



The Problem



Real World, Real Problems

Robots can augment human capabilities to tackle these problems
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The Dream Reality

Robots only really work in the CLOSED world



Generalize to variations of the OPEN world?
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Machine learning’s answer!
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Big Data Big Models

Credit: Sergey Levine “Offline RL lecture”



Hasn’t quite been true so far robotics …

10Credit: Andy Zeng



Hasn’t quite been true so far robotics …

11Credit: Andy Zeng
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But for today, let’s pretend we can collect a ton of data

How can we learn “optimal” from  
large data collected by any policy?



13
4

Can we develop data-driven RL methods?

on-policy RL off-policy RL

offline reinforcement learning

Levine, Kumar, Tucker, Fu. Offline Reinforcement Learning: Tutorial, Review, and Perspectives on Open Problems. ͚ϮϬ

big datasets
from past

interaction train for
many epochsoccasionally

get more data

Goal: Offline Reinforcement Learning

Credit: Sergey Levine “Offline RL lecture”



Different paradigms of RL
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Fun collab tutorial: https://colab.research.google.com/drive/
1oJOYlAIOl9d1JjlutPY66KmfPkwPCgEE?usp=sharing

https://colab.research.google.com/drive/1oJOYlAIOl9d1JjlutPY66KmfPkwPCgEE?usp=sharing
https://colab.research.google.com/drive/1oJOYlAIOl9d1JjlutPY66KmfPkwPCgEE?usp=sharing
https://colab.research.google.com/drive/1oJOYlAIOl9d1JjlutPY66KmfPkwPCgEE?usp=sharing
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How is this even possible?

ϭ͘�&ŝŶĚ�ƚŚĞ�͞ŐŽŽĚ�ƐƚƵĨĨ͟�ŝŶ�Ă�ĚĂƚĂƐĞƚ�ĨƵůů�ŽĨ�ŐŽŽĚ�ĂŶĚ�ďĂĚ�ďĞŚĂǀŝŽƌƐ

2. Generalization: good behavior in one place may suggest good behavior in another place

ϯ͘�͞^ƚŝƚĐŚŝŶŐ͗͟�ƉĂƌƚƐ�ŽĨ�ŐŽŽĚ�ďĞŚĂǀŝŽƌƐ�ĐĂŶ�ďĞ�ƌĞĐŽŵďŝŶĞĚ

Credit: Sergey Levine “Offline RL lecture”
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Does it work?

Sometimes*
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Optimal Insulin Dose
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Combustion control in power stations

22
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Goal-directed conversation



We have already covered 
a fundamental algorithm 
in class that can learn 

from offline data. 

What is it?

24
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For every (st, at, ct, st+1)
Q*(st, at) = Q*(st, at) + α(c(st, at) + γmin

a′ 

Q*(st+1, a′ )−Q*(st, at))

(s, a, s′ , c)

Q-learning

Can learn from any data!



Q-learning
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For every (st, at, ct, st+1)
Q*(st, at) = Q*(st, at) + α(c(st, at) + γmin

a′ 

Q*(st+1, a′ )−Q*(st, at))

Notice we are not approximating  Qπ(st, at)

We don’t even care about π

We can learn from any data!



Q-learning
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For every (st, at, ct, st+1)
Q*(st, at) = Q*(st, at) + α(c(st, at) + γmin

a′ 

Q*(st+1, a′ )−Q*(st, at))

Conditions for 
convergence



Q-learning
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For every (st, at, ct, st+1)
Q*(st, at) = Q*(st, at) + α(c(st, at) + γmin

a′ 

Q*(st+1, a′ )−Q*(st, at))

What happens 
when this is 
not met?



Activity!



-10+1 +2-10

S0

S1 S2

Consider the following MDP

L

L R

RLR



-10+1 +2-10

S0

S1 S2

Let’s say I collected some data from the MDP

L

L R

RLR

50% 50%



-10+1 +2-10

S0

S1 S2

What would happen if I did Q-learning with this data?

L

L R

RLR

50% 50%



Think-Pair-Share!
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Think (30 sec): What would happen if we did 
Q-learning with this data? Ideas on how to fix 
it.

Pair: Find a partner 

Share (45 sec): Partners exchange  
       ideas -10+1 +2-10

S0

S1 S2
L

L R

RLR
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Why is offline RL hard?

Kumar, Fu, Tucker, Levine. Stabilizing Off-Policy Q-Learning via Bootstrapping Error Reduction. NeurIPS ͚ϭϵ

amount of data
log scale (massive overestimation)

how well it does how well it thinks
it does (Q-values)

13

Credit: Sergey Levine “Offline RL lecture”
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Credit: Aviral Kumar “Conservative Q learning”
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Why is offline RL hard?

Levine, Kumar, Tucker, Fu. Offline Reinforcement Learning: Tutorial, Review, and Perspectives on Open Problems. ͚ϮϬ

Fundamental problem: counterfactual queries

Training data What the policy wants to do
Is this good? Bad?

How do we know if 
ǁĞ�ĚŝĚŶ͛ƚ�ƐĞĞ�ŝƚ�ŝŶ�
the data?

Online RL ĂůŐŽƌŝƚŚŵƐ�ĚŽŶ͛ƚ�ŚĂǀĞ�ƚŽ�ŚĂŶĚůĞ�ƚŚŝƐ͕�ďĞĐĂƵƐĞ�ƚŚĞǇ�ĐĂŶ�
simply try this action and see what happens

Offline RL methods must somehow account for these unseen 
;͞ŽƵƚ-of-ĚŝƐƚƌŝďƵƚŝŽŶ͟Ϳ�ĂĐƚŝŽŶƐ͕�ŝĚĞĂůůǇ�ŝŶ�Ă�ƐĂĨĞ�ǁĂǇ

͙ǁŚŝůĞ�Ɛƚŝůů�ŵĂŬŝŶŐ�ƵƐĞ�ŽĨ�ŐĞŶĞƌĂůŝǌĂƚŝŽŶ�ƚŽ�ĐŽŵĞ�ƵƉ�ǁŝƚŚ�ďĞŚĂǀŝŽƌƐ�
that are better than the best thing seen in the data!

Credit: Sergey Levine “Offline RL lecture”



Why not just do imitation learning?

37

-10+1 +2-10

S0

S1 S2
L

L R

RLR

50% 50%



Now consider this MDP

38

S0 +1

-10

What is the optimal policy? What would imitation learning do?



Pessimism



Pessimism as a policy constraint
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Don’t deviate too much from the data collecting policy

4

How do prior methods address this?

Levine, Kumar, Tucker, Fu. Offline Reinforcement Learning: Tutorial, Review, and Perspectives on Open Problems. ͚ϮϬ

This solves distribution shift, right?

No more erroneous values?

͞ƉŽůŝĐǇ�ĐŽŶƐƚƌĂŝŶƚ͟�ŵĞƚŚŽĚ

very old idea (but it had no single name?)

Todorov et al. [passive dynamics in linearly-
solvable MDPs]

Kappen et al. [KL-divergence control, etc.]

trust regions, covariant policy gradients, 
natural policy gradients, etc.

used in some form in recent papers:

Jaques Ğƚ�Ăů͘�͚ϭϵ�;͞tĂǇ�KĨĨ�WŽůŝĐǇ͙͟Ϳ

&ƵũŝŵŽƚŽ�Ğƚ�Ăů͘�͚ϭϴ�;͞KĨĨ�WŽůŝĐǇ͙͟Ϳ

&Žǆ�Ğƚ�Ăů͘�͚ϭϱ�;͞dĂŵŝŶŐ�ƚŚĞ�EŽŝƐĞ͙͟Ϳ

tƵ�Ğƚ�Ăů͘�͚ϭϵ�;͞�ĞŚĂǀŝŽƌ�ZĞŐƵůĂƌŝǌĞĚ͙͟Ϳ

<ƵŵĂƌ�Ğƚ�Ăů͘�͚ϭϵ�;͞^ƚĂďŝůŝǌŝŶŐ͙͟Ϳ

Issue 1: ǁĞ�ƵƐƵĂůůǇ�ĚŽŶ͛ƚ�ŬŶŽǁ�ƚŚĞ�ďĞŚĂǀŝŽƌ�ƉŽůŝĐǇ

� human-provided data
� data from hand-designed controller
� data from many past RL runs
� all of the above

Issue 2: this is both too pessimistic and not pessimistic enough

Choose any divergence, e.g. KL!
Credit: Sergey Levine “Offline RL lecture”



TD3+BC: Most simple and effective offline RL!
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Works on real self-driving problems!

43



Works on real self-driving problems!

44https://waymo.com/research/imitation-is-not-enough-robustifying-imitation-with-reinforcement-learning/
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� human-provided data
� data from hand-designed controller
� data from many past RL runs
� all of the above

Issue 2: this is both too pessimistic and not pessimistic enough

But choosing a 
divergence seems 

arbitrary?

45



Another notion of pessimism
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Can we make the Q-value itself pessimistic  
on actions it has not seen? 



Conservative Q-Learning (CQL)
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Conservative Q-Learning (CQL)
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&DQ�ZH�GR�EHWWHU"

Ɣ .H\�LGHD�EHKLQG�&4/��/HDUQ�ORZHU�ERXQGV�RQ�4�YDOXHV

$SSURDFK����'LUHFWO\�PRGLI\�WKH�4�IXQFWLRQ�WR�EH�SHVVLPLVWLF��

Credit: Aviral Kumar “Conservative Q learning”



Many ways to construct a conservative Q value  
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Original CQL paper proposed one such way

Recent work has come up with more unified frameworks



Adversarially Trained Actor Critic (ATACL)

50



51



52

Key Idea: Relative Pessimism

• Optimize for the worst-case performance compared with the behavior policy !. 

Lower bound of 

environment

Data
s0

dπ

Lower bound 

environment
Data

s0

dπ

Lower bound 

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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Key Idea: Relative Pessimism

• Optimize for the best worst-case performance compared with the behavior policy !. 

Lower bound of 

ATAC frames this problem as a Stackelberg game (i.e., bilevel optimization)

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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A Stackelberg Game for Offline RL

• ATAC optimizes for relative pessimism via solving a Stackelberg game

Leader (policy)

Follower (critic)
Bellman error

Robust Policy Improvement Property 
For all ! ≥ 0, the ATAC policy is always no worse than the behavior policy that collected the data.

Leader plays first 
then the Follower

Bilinear Payoffs of 
relative pessimism

Trade-off conservatism vs. generalization

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022

Let’s look at a simple example

Let’s say the time horizon T=1

(Multi-armed bandit!)

A Stackelberg Game for Offline RL

actions

re
w
ar
d

behavior policy

data

ATAC

Functions that are consistent with the reward and the 
dynamics on the behavior data

hypothesis                with small 
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Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022

Let’s look at a simple example



A Stackelberg Game for Offline RL
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Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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A Stackelberg Game for Offline RL

actions

re
w
ar
d

behavior policy

data

ATAC

value difference hypothesis

What is the solution to the 
Stackelberg game?

Functions shifted from the original hypotheses

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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A Stackelberg Game for Offline RL

actions

re
w
ar
d

behavior policy

value difference hypothesis

data

ATAC

inactive value difference hypothesis

decision policy

Not the behavior policy in this case…

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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A Stackelberg Game for Offline RL

actions

re
w
ar
d

behavior policy

data

ATAC

inactive value difference hypothesis

decision policy

value difference hypothesis

Not the policy that maximizes 
a single hypothesis...

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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A Stackelberg Game for Offline RL

actions

re
w
ar
d

behavior policy

data

ATAC

inactive value difference hypothesis

decision policy

value difference hypothesis

The optimal decision balances 
multiple hypotheses 

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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A Stackelberg Game for Offline RL

ATAC

% = 0

% too small

%good

Imitation 
Learning

Offline RL

ATAC provides a bridge between offline RL 
and imitation learning with IPM via the lens 
of generative adversarial networks (GAN) 

AT
AC

Offline RL + Relative Pessimism
= IL + Bellman Regularization

Leader = Actor = Conditional generator
Follower = Critic = Discriminator

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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Solving the Stackelberg Game 

Repeat for 
K iterations

losses are approximated by samples

small policy update

behavior policy active objective

decision Inactive objective

Output uniform mixture of policies  (theory) or the last policy (practice)
In practice, the above is implemented by two-timescale SGD updates 

No-Regret + Best 
Response Scheme 

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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ATAC Theory (Informal)

average Bellman error of !! on 
the distribution of "

Learning Optimality

With a well tuned ", ATAC can compete with any policy within the data coverage.

Assume      satisfies realizability and completeness.

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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ATAC Theory (Informal)

Robust Policy Improvement

ATAC always improves over the behavior policy so long as " = #(%).

faster rate

Assume      satisfies realizability without the need of completeness.

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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Experimental Results

Robust Policy Improvement 
ATAC’s robustness property enables online HP selection. We 
can gradually increase ! to tune its performance without 
breaking the baseline performance.

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022
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Experimental Results
ATAC achieves SOTA performance, outperforming 
baseline algorithms in most datasets

Datasets where ATAC is the 
best performing algorithm, 
with 9% improvement 
(median) compared with the 
best baseline algorithm.

Credit: Ching-An Cheng “Adversarially Trained Actor Critic for Offline Reinforcement Learning” ICML 2022


