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We know how to make a RL block!
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Your favorite

RL algorithmR(s, a) π*(a |s)



But how do we design reward function??
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Your favorite

RL algorithmR(s, a) π*(a |s)



Designing R(s,a) for self-driving
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Let’s say we want a reward function that matches human like driving 



But humans have a lot of variance in their motion!

5

Is there a reward function for which all these motions are optimal? 



How do we imitate “real 
experts” who may be 
noisy / suboptimal?
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Expert demonstrations are 

coming from some (unknown) 

distribution ..


Can we learn this distribution?
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(Unknown) expert distribution

The Distribution Matching Problem
Pexpert(ξh)

Learn distribution over trajectories

Pθ(ξ)

All we see are 

expert samples

Learner can also

generate samples

?

What loss 
should we 

use?



What loss should we use?
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What we actually care about is matching Performance Difference

J(π) = J(π*)
𝔼ξ∼Pθ(ξ)c(ξ) = 𝔼ξ∼Pexpert(ξ)c(ξ)

But we don’t know the costs c(.)!! 



What divergence do we care about?
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What we actually care about is matching Performance Difference

J(π) = J(π*)
𝔼ξ∼Pθ(ξ)c(ξ) = 𝔼ξ∼Pexpert(ξ)c(ξ)

But we don’t know the costs c(.) 

Costs are just weighted combination of features. What if we just 
matched all the expected features?
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(Unknown) expert distribution

Proposal: Match cost features!
Pexpert(ξh)

Learn distribution over trajectories

Pθ(ξ)

All we see are 

expert samples

Learner can also

generate samples
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(Unknown) expert distribution

Proposal: Match cost features!
Pexpert(ξh)

Learn distribution over trajectories

Pθ(ξ)

All we see are 

expert samples

Learner can also

generate samples

𝔼ξh∼Pexpert(.) f1(ξh) = 𝔼ξ∼Pθ(.) f1(ξ)
𝔼ξh∼Pexpert(.) f2(ξh) = 𝔼ξ∼Pθ(.) f2(ξ)

𝔼ξh∼Pexpert(.) fk(ξh) = 𝔼ξ∼Pθ(.) fk(ξ)
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Moment Matching Constraint

𝔼ξ∼Pθ(.) f(ξ) = 𝔼ξh∼P(.) f(ξh) ∀f ∈ ℱ

Find Pθ(ξ)
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Control
Effort

Proximity

Boundary 
Violation

Moments of 
some features 

of human trajectories

What are some features for this task?



Is there a unique solution 
to the moment matching 

problem?
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Principle of Maximum Entropy to the rescue!
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The loaded die problem
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What is the measure of uncertainty?
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H(X) = − ∑
X

P(X)log P(X)
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Maximum Entropy Moment Matching

𝔼ξ∼Pθ(.) f(ξ) = 𝔼ξh∼P(.) f(ξh) ∀f ∈ ℱ

Find Pθ(ξ) max
θ

H(Pθ(ξ))



Let’s derive!
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Okay… 

But how do we sample 

from 

32

ξ ∼
1
Z

exp (−Cθ(ξ))



Let’s derive soft value iteration
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Soft Actor Critic

34Credit S.Levine.



Max Entropy Inverse Reinforcement Learning
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max
ϕ

min
θ

𝔼st,at∼πθ
[Cϕ(st, at)] −𝔼s*t ,a*t ∼π*[Cϕ(ξ)] −βH(πθ)

Entropy



The Entropy Regularized Game

36

max
ϕ

min
θ

𝔼st,at∼πθ
[Cϕ(st, at)] −𝔼s*t ,a*t ∼π*[Cϕ(ξ)] −βH(πθ)

Entropy

for i = 1,…, N # Loop over episodes

πθ = arg min
π

𝔼st,at∼π[Cϕ(st, at)] − βH(π)

ϕ+ = ϕ + η[∇θ𝔼st,at∼πθ
[Cϕ(st, at)] − ∇θ𝔼s*t ,a*t ∼π*[Cϕ(ξ)]]

# Soft Actor Critic

# Update cost



Inverse Reinforcement Learning
without Reinforcement Learning

Gokul Swamy

(with Sanjiban Choudhury, Drew Bagnell, and Steven Wu)
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{a1…an}
{s1…sn}

{a1…an}
{s1…sn}

Inverse Reinforcement Learning for Imitation

→←

D(ξE, ξπ)
G = π
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Requires repeatedly 
solving an RL 

problem.Robust to 
compounding 

errors.

[SCBW, ’21]



0

0 0

0 0 0 0

? ? ? ? ? ? ? ?
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RL makes IRL Inefficient



O(2T)

0

0 0

0 0 0 0

1 0 0 0 0 0 0 0

RL makes IRL Inefficient
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T
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🔑 Insight: We can reset the learner to states 
from the expert demonstrations to reduce 

unnecessary exploration.
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0

0 0

0 0 0 0

1 0 0 0 0 0 0 0

Speeding up IRL with Expert Resets

0

0

?

π1

f1

π3

f3
π2

f2

Key Idea: Use Dynamic 
Programming

 
Complexity!

O(T2)
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🔑 Contribution: Poly-time Algorithms for IRL
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Expert Resets Speed Up IRL


