CS 664 Lecture Notes

Scribed By Xiaochun Shen (xs20@cornell.edu)

April 20, 2000

1. Administrivia

· There will be one remaining on class test

· Guest lecture next Tuesday by Kyros on Space Carving
2. More on sneaks

Sneaks can be used to find contours.  Kass and Terzopolous showed in their paper a sneak for perception of illusory contours. They got pretty good result on moving objects with shape deformed.

3 Hausdoff Distance Hausdoff fraction

Given two finite points sets A={a1, …,an} and B={b1,…,bn}, the Hausdoff distance is defined as:
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Where
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And
[image: image3.wmf] is some underlying norm on the points of A and B (e.g., the L1 or L2 norm).

The function h(A, B) sometime is called the directed Hausdorff distance from A to B. It identifies the point a(A that is farthest from any point of B and measures the distance from a to its nearest neighbor in B (using given norm 
[image: image4.wmf]), that is h(A, B) in effect ranks each point of A based on its distance to the nearest point of B and then uses the largest ranked such point as the distance (the most mismatched point of A). Intuitively, if h(A, B)=d, then each point of A must be within distance d of some point of B, and there also is some point of A that is exactly distance d from the nearest point of B (the most mismatched point). Hausdoff distance measures the extent to which each point of a “model” set lies near some points of an “image” set and vice versa. Thus this distance can be used to determine degree of resemblance between two objects (such as those in pattern recognition and tracking).

Hausdoff distance is not very much robust in case there are some bad points. In practice, the Kth Hausdoff distance is usually used. In the Kth Hausdoff distance h(A,B) is defined as:
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Where 
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[image: image9.wmf]norm measures how much bad data we can tolerate. For example, 
[image: image10.wmf] means we can tolerate 5% bad data.

The Hausdoff fraction is defined as 
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Which represents the fraction of points in A that lie within ( of the nearest points in B. Compared to binary correlation, Hausdoff fraction provides a way of handling uncertainty and tolerating outliers (A review of the application of Hausdoff Distance and/or Hausdoff fraction could be found from the PhD thesis by William 1994).

[image: image15..pict]Given the Hausdoff distance (, we can determine the corresponding Hausdoff fraction and vice versa.

4. Image Tracking

Given a sequence of images B1, B2, …, Bn and a group of objects m1, m2, …, mn  represent the moving objects in B (which should satisfy mi(Bi)
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the problem of image tracking is to compute mi+1 in Bi+1 if we know mi in Bi (mi could be non-rigid ). Image tracking involves modeling some sort of general-purpose objects as a translation plus shape change over time. The Hausdoff distance turns out to be impressively successful in such applications.

5. Segmentation ( dividing images into parts.

In Image segmentation, we want to separate the background from the foreground. Image segmentation could be used to initialize tracking. 
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 EMBED Word.Picture.8  [image: image14.wmf]
In image segmentation, we need to determine in which direction are the points moving. This could be generalized as the problem of “Determine line intersection”. Since a line can be represented as y=mx+b, we can transform from the original  image to the (m, b) space and distinguish the background and foreground by  their corrsponding positions in the (m, b) plot. But here there is a fatal flaw, since there is no spatial information, we do not know where does each pixel comes from.
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