
CS 5788: Introduction to Generative Models

Lecture 8: GANs for conditional image manipulation

Many slides from Phillip Isola



GAN review
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Generator

G

[Goodfellow et al., 2014]

z

G tries to synthesize fake images that fool D

D tries to identify the fakes

Discriminator

D

real or fake?

G(z)
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DG

]argmax
D

+

[Goodfellow et al., 2014]

z

log (1�D(x))Ez,x[

fake

logD(G(z))

real

Dx

G(z)
<latexit sha1_base64="gZlci8PWKnyAeNG/4T6QXcQXwz8=">AAACHXicbVDLSsNAFJ34Nr6qLt0Ei6AiJRFBl6KCbsQKthWaIDfTmzp08nBmItaQ73Cpfow7cSt+ixsnbRa+Dgwczn3MucdPOJPKtj+MkdGx8YnJqWlzZnZufqGyuNSUcSooNmjMY3Hpg0TOImwopjheJgIh9Dm2/N5hUW/dopAsji5UP0EvhG7EAkZBack7XndDUNd+kN3nG1eVql2zB7D+EqckVVKiflX5dDsxTUOMFOUgZduxE+VlIBSjHHPTTSUmQHvQxbamEYQovWxgOrfWtNKxgljoFylroH6fyCCUsh/6urOwKH/XCvG/WjtVwZ6XsShJFUZ0+FGQckvFVpGA1WECqeJ9TYAKpr1a9BoEUKVzMk33CPUxAk/14rMEBahYbGYuiG4Id7k+rutuFUyn5fzO5i9pbtccu+ac71T3D8rcpsgKWSXrxCG7ZJ+ckDppEEpuyAN5Is/Go/FivBpvw9YRo5xZJj9gvH8BXd6itA==</latexit><latexit sha1_base64="gZlci8PWKnyAeNG/4T6QXcQXwz8=">AAACHXicbVDLSsNAFJ34Nr6qLt0Ei6AiJRFBl6KCbsQKthWaIDfTmzp08nBmItaQ73Cpfow7cSt+ixsnbRa+Dgwczn3MucdPOJPKtj+MkdGx8YnJqWlzZnZufqGyuNSUcSooNmjMY3Hpg0TOImwopjheJgIh9Dm2/N5hUW/dopAsji5UP0EvhG7EAkZBack7XndDUNd+kN3nG1eVql2zB7D+EqckVVKiflX5dDsxTUOMFOUgZduxE+VlIBSjHHPTTSUmQHvQxbamEYQovWxgOrfWtNKxgljoFylroH6fyCCUsh/6urOwKH/XCvG/WjtVwZ6XsShJFUZ0+FGQckvFVpGA1WECqeJ9TYAKpr1a9BoEUKVzMk33CPUxAk/14rMEBahYbGYuiG4Id7k+rutuFUyn5fzO5i9pbtccu+ac71T3D8rcpsgKWSXrxCG7ZJ+ckDppEEpuyAN5Is/Go/FivBpvw9YRo5xZJj9gvH8BXd6itA==</latexit><latexit sha1_base64="gZlci8PWKnyAeNG/4T6QXcQXwz8=">AAACHXicbVDLSsNAFJ34Nr6qLt0Ei6AiJRFBl6KCbsQKthWaIDfTmzp08nBmItaQ73Cpfow7cSt+ixsnbRa+Dgwczn3MucdPOJPKtj+MkdGx8YnJqWlzZnZufqGyuNSUcSooNmjMY3Hpg0TOImwopjheJgIh9Dm2/N5hUW/dopAsji5UP0EvhG7EAkZBack7XndDUNd+kN3nG1eVql2zB7D+EqckVVKiflX5dDsxTUOMFOUgZduxE+VlIBSjHHPTTSUmQHvQxbamEYQovWxgOrfWtNKxgljoFylroH6fyCCUsh/6urOwKH/XCvG/WjtVwZ6XsShJFUZ0+FGQckvFVpGA1WECqeJ9TYAKpr1a9BoEUKVzMk33CPUxAk/14rMEBahYbGYuiG4Id7k+rutuFUyn5fzO5i9pbtccu+ac71T3D8rcpsgKWSXrxCG7ZJ+ckDppEEpuyAN5Is/Go/FivBpvw9YRo5xZJj9gvH8BXd6itA==</latexit><latexit sha1_base64="gZlci8PWKnyAeNG/4T6QXcQXwz8=">AAACHXicbVDLSsNAFJ34Nr6qLt0Ei6AiJRFBl6KCbsQKthWaIDfTmzp08nBmItaQ73Cpfow7cSt+ixsnbRa+Dgwczn3MucdPOJPKtj+MkdGx8YnJqWlzZnZufqGyuNSUcSooNmjMY3Hpg0TOImwopjheJgIh9Dm2/N5hUW/dopAsji5UP0EvhG7EAkZBack7XndDUNd+kN3nG1eVql2zB7D+EqckVVKiflX5dDsxTUOMFOUgZduxE+VlIBSjHHPTTSUmQHvQxbamEYQovWxgOrfWtNKxgljoFylroH6fyCCUsh/6urOwKH/XCvG/WjtVwZ6XsShJFUZ0+FGQckvFVpGA1WECqeJ9TYAKpr1a9BoEUKVzMk33CPUxAk/14rMEBahYbGYuiG4Id7k+rutuFUyn5fzO5i9pbtccu+ac71T3D8rcpsgKWSXrxCG7ZJ+ckDppEEpuyAN5Is/Go/FivBpvw9YRo5xZJj9gvH8BXd6itA==</latexit>

Source: Isola, Freeman, Torralba 4



• Training: iterate between training D and G with backprop. 
• Global optimum when G reproduces data distribution. 

Training

G tries to synthesize fake images that fool D

D tries to identify the fakes

real or fake?

DG

z

G(z)
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[Goodfellow et al., 2014]
Source: Isola, Freeman, Torralba 5
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Image generation with GANs
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Progressive generation

Train a small model, add more layers to  and , repeat. 
Speeds up training and deals with instabilities.

G D

[Karras et al., “ProGAN”, 2018]



8

Adding new layers

[Karras et al., “ProGAN”, 2018]
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Separating style and content

[Karras et al., “StyleGAN”, 2019]

Traditional generator Style-based generator



[Karras et al., “StyleGAN”, 2019]

Copying coarse-scale style from source B to source A transfers pose, hair style, face shape.



[Karras et al., “StyleGAN”, 2019]

Copying middle-scale style from source B to source A transfers fine-scale features.
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kernel modulation 
(not shown)

Generator Discriminator

Text-conditioned image generation

Multiscale loss:

[Kang et al., “Scaling up GANs for Text-to-Image Synthesis”, 2023]



Text-to-image GANs

[Kang et al., “Scaling up GANs for Text-to-Image Synthesis”, 2023]



What are the features that a GAN learns?

[Bau et al., “GAN Dissection”, 2018]

There are CNN units whose activations correlate with object categories, like trees.



Manipulating images by editing a network’s feature representation

[Bau et al., “GAN Dissection”, 2018]



[Bau et al., “GAN Dissection”, 2018]





Do they “internal statistics” of an image give us useful information?
Figure source: [Zontak and Irani, “Internal Statistics of a Single Natural Image”, 2011]



Single-image GAN

[Shaham et al., “SinGAN”, 2019]

Do they “internal statistics” of an image give us useful information?



[Shaham et al., “SinGAN”, 2019]

Single-image GAN

Training image Random samples from GAN trained on single image



[Shaham et al., “SinGAN”, 2019]

Single-image GAN

Training image Random samples from GAN trained on single image (different aspect ratios)



Conditional generation

22



Map2Sat

n o
,

n o
,

x y
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Generator

Gx G(x)

Source: Isola, Freeman, Torralba24

∥G(x) − y∥1

Idea: L1 loss



Input L1 loss

Source: Isola, Freeman, Torralba
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G tries to synthesize fake images that fool D

D tries to identify the fakes

Generator Discriminator

DGx G(x)

real or fake?

26



DGx

Ex,y[ ]argmax
D

logD(G(x))

fake (0.9)

G(x)

+ log(1�D(y))

real (0.1)

Dy

Source: Isola, Freeman, Torralba27



min

G tries to synthesize fake images that fool D:

logD(G(x))Ex,y[ + log(1�D(y)) ]

real or fake?

G
arg

DGx G(x)

Source: Isola, Freeman, Torralba28



G tries to synthesize fake images that fool the best D:

logD(G(x))Ex,y[ + log(1�D(y))

real or fake?

DGx G(x)

argmin
G

max
D

]

Source: Isola, Freeman, Torralba29



real or fake?

DGx G(x)

logD(G(x))Ex,y[ + log(1�D(y))argmin
G

max
D

]

Source: Isola, Freeman, Torralba30



real!

DGx G(x)

logD(G(x))Ex,y[ + log(1�D(y))argmin
G

max
D

]

Source: Isola, Freeman, Torralba31



real or fake pair ?

D

argmin
G

max
D

logD(G(x)) + log(1�D(y))Ex,y[ ]

Gx G(x)

Source: Isola, Freeman, Torralba32



argmin
G

max
D

Ex,y[ ]logD(x, G(x)) + log(1�D(x,y))

real or fake pair ?

D

Gx G(x)

Source: Isola, Freeman, Torralba33



argmin
G

max
D

Ex,y[ ]logD(x, G(x)) + log(1�D(x,y))

D

Gx G(x)

fake pair

Source: Isola, Freeman, Torralba34



D

Gx G(x)

argmin
G

max
D

Ex,y[ ]logD(x, G(x)) + log(1�D(x,y))

real or fake pair ?

Source: Isola, Freeman, Torralba35



Training Details: Loss function
Conditional GAN 

Pixel-wise loss helps stabilize training + faster convergence

Gx G(x) y

-

Source: Isola, Freeman, Torralba
36
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G→ = argmin
G

max
D

LcGAN (G,D) + ωLL1(G)



Input Output Ground truth

Data from 
[maps.google.com]

Source: Isola, Freeman, Torralba37

http://maps.google.com


Input Output Ground truth

Data from [maps.google.com]
Source: Isola, Freeman, Torralba
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http://maps.google.com


Input L1 loss only

Source: Isola, Freeman, Torralba
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L1 loss + discriminatorInput

Source: Isola, Freeman, Torralba
40



1/0

y

N
 p

ix
el

s

N pixels

D
Rather than penalizing if output image 
looks fake, penalize if each 
overlapping patch in output looks fake 

Patch Discriminator

• Faster, fewer parameters 
• More supervised observations 
• Applies to arbitrarily large images

41 Source: Isola, Freeman, Torralba



Labels → Facades
Input 1x1 Discriminator

Data from [Tylecek, 2013]
42

Source: Isola, Freeman, Torralba



Labels → Facades
Input 16x16 Discriminator

Data from [Tylecek, 2013]
43

Source: Isola, Freeman, Torralba



Labels → Facades
Input 70x70 Discriminator

Data from [Tylecek, 2013]
44

Source: Isola, Freeman, Torralba



[HED, Xie & Tu, 2015]

Training data

n o
,

n o
,

n o
,

…

x y G
x G(x)

x
G

G(x)

Source: Isola, Freeman, Torralba
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edges2cats

Source: Isola, Freeman, Torralba
46[Chris Hess, edges2cats]

https://affinelayer.com/pixsrv/


Source: Isola, Freeman, Torralba
47



Ivy Tasi @ivymyt

Vitaly Vidmirov @vvid

Source: Isola, Freeman, Torralba
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Architectures
Generator: U-Net

Figure from [Isola et al., “Image-to-Image Translation with Conditional Adversarial Networks”, 2017]49

Skip connections between encoder and decoder layers



Architectures
Discriminator: fully convolutional network

50
Sequence of strided convolutions

 output map (last conv. layer)n × n

real or fake?



Architectures
Discriminator: fully convolutional network

51

real or fake?

receptive field

Sometimes called a Patch GAN, since it effectively only looks at patches



[“GauGAN”, Park et al., CVPR 2019]
52

Larger models



[“GauGAN”, Park et al., CVPR 2019]
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Unpaired data

   

Paired data

 

Handling unpaired data

Source: Isola, Freeman, Torralba
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D

Gx G(x)

argmin
G

max
D

Ex,y[ ]logD(x, G(x)) + log(1�D(x,y))

real or fake pair ?

Source: Isola, Freeman, Torralba55



real or fake pair ?

D

Gx G(x)

No input-output pairs!

argmin
G

max
D

Ex,y[ ]logD(x, G(x)) + log(1�D(x,y))

Source: Isola, Freeman, Torralba
56



real or fake?

DGx G(x)

argmin
G

max
D

logD(G(x)) + log(1�D(y))Ex,y[ ]

GAN loss checks if output is part of an admissible set

Source: Isola, Freeman, Torralba
57



Real!
Gx G(x) D

Source: Isola, Freeman, Torralba58



Gx G(x) D

Real too!

Nothing to force output to correspond to input

Source: Isola, Freeman, Torralba59



   

CycleGAN

Source: Isola, Freeman, Torralba
60



Cycle Consistency Loss
    

 

Source: Isola, Freeman, Torralba61



         

Cycle Consistency Loss

   

Source: Isola, Freeman, Torralba62







Collection Style Transfer

Photograph Monet Van Gogh

Cezanne Ukiyo-ePhoto by Alexei Efros



Cezanne Ukiyo-eMonetInput	 Van Gogh

66



Monet’s paintings  photos→



Monet’s paintings  photos→





Other applications
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Short-time Fourier transform

Fourier transform

Spectrograms for audio
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STFT

Short-time Fourier transform

Treat it like an image and 
process with a CNN!

Usually lower dimensional: e.g. 16,000 samples becomes 256 x 256 spectrogram

Spectrograms for audio



Audio generation with GANs



CycleGAN for audio

[Huang et al., “TimbreTron”, 2019]



CycleGAN for audio

[Huang et al., “TimbreTron”, 2019]



CycleGAN for audio

[Huang et al., “TimbreTron”, 2019]



CycleGAN for audio

[Huang et al., “TimbreTron”, 2019]



Domain adaptation



Train a model on                 test on

Space of images

psource
<latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit><latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit><latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit><latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit>

ptarget
<latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit><latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit><latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit><latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit>

source domain

Source data

target domain 
(where we actual use our model)

Target data
81

Adapted from Isola, Torralba, Freeman



Data space

source data target data

Domain adaptation

(Or vice versa)
82

Source: Isola, Torralba, Freeman



Domain adaptation

• We have source domain pairs {xsource, ysource} 

• Learn a mapping F: xsource  ysource 

• We want to apply F to target domain data xtarget 

• Find transformation T: xtarget  xsource 

• Now apply F(T(xtarget)) to predict ytarget

→

→

83

Source: Isola, Torralba, Freeman



[Tzeng et al. 2014]

Domain Adaptation

84 Source: Isola, Torralba, Freeman



85 [Tzeng et al., "Adversarial Discriminative Domain Adaptation”, CVPR 2017]

Domain adaptation



Horses Zebras

X
Y

CycleGAN

86 Source: Isola, Torralba, Freeman



Domain adaptation

psource
<latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit><latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit><latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit><latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit>

ptarget
<latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit><latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit><latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit><latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit>

87 Source: Isola, Torralba, Freeman



Domain adaptation by image translation

Source domain

,
Target domain

, ?

[Hoffman, Tzeng, Park, Zhu, Isola, Saenko, Darrell, Efros, “CyCADA”, 2017]

88
Source: Isola, Torralba, Freeman



CycleGAN

,
Training data

89 Source: Isola, Torralba, Freeman



,
Training data

CycleGAN

90 Source: Isola, Torralba, Freeman



Image synthesis with GANs
• We can generate images, audio (and other continuous signals) with 

conditional and unconditional GANs. 

• Translate between two domains without paired data using cycle 
consistency. 

• GANs can be hard to train, and thus sometimes require bespoke 
architectures. 

• No built-in encoder (unlike VAEs or normalizing flow) 

• GANs learn useful internal representations that are useful for image 
manipulation.



Next class: energy-based models


