
CS 5788: Introduction to Generative Models

Lecture 7: Generative adversarial networks

Many slides from Phillip Isola



2

Today
• PS1 deadline pushed back 2 days 
• See Ed Discussion for hint about 

initialization. 
• PS2 will be out soon. We’ll release it in 

parts.



Recall: Neural networks as distribution transformers 

Source distribution

p(z)
<latexit sha1_base64="bzQeejn6AthieTS76fBO0TEApVM=">AAACFHicbVDLSgNBEJyNrxhfUY9eFoMQRcKuCHoM6sGLGME8ILuE3kknGTL7YGZWjEt+waP6Md7Eq3e/xYuzyR40WjBQVHX3dJcXcSaVZX0aubn5hcWl/HJhZXVtfaO4udWQYSwo1mnIQ9HyQCJnAdYVUxxbkUDwPY5Nb3ie+s07FJKFwa0aRej60A9Yj1FQqRSVH/Y7xZJVsSYw/xI7IyWSodYpfjndkMY+BopykLJtW5FyExCKUY7jghNLjIAOoY9tTQPwUbrJZNexuaeVrtkLhX6BMifqz44EfClHvqcrfVADOeul4n9eO1a9UzdhQRQrDOj0o17MTRWa6eFmlwmkio80ASqY3tWkAxBAlY6nUHAuUB8j8EoPvo5QgArFQeKA6PtwP9bH9Z3DlOm07Nls/pLGUcW2KvbNcal6luWWJztkl5SJTU5IlVySGqkTSgbkkTyTF+PJeDXejPdpac7IerbJLxgf3+fznr0=</latexit><latexit sha1_base64="bzQeejn6AthieTS76fBO0TEApVM=">AAACFHicbVDLSgNBEJyNrxhfUY9eFoMQRcKuCHoM6sGLGME8ILuE3kknGTL7YGZWjEt+waP6Md7Eq3e/xYuzyR40WjBQVHX3dJcXcSaVZX0aubn5hcWl/HJhZXVtfaO4udWQYSwo1mnIQ9HyQCJnAdYVUxxbkUDwPY5Nb3ie+s07FJKFwa0aRej60A9Yj1FQqRSVH/Y7xZJVsSYw/xI7IyWSodYpfjndkMY+BopykLJtW5FyExCKUY7jghNLjIAOoY9tTQPwUbrJZNexuaeVrtkLhX6BMifqz44EfClHvqcrfVADOeul4n9eO1a9UzdhQRQrDOj0o17MTRWa6eFmlwmkio80ASqY3tWkAxBAlY6nUHAuUB8j8EoPvo5QgArFQeKA6PtwP9bH9Z3DlOm07Nls/pLGUcW2KvbNcal6luWWJztkl5SJTU5IlVySGqkTSgbkkTyTF+PJeDXejPdpac7IerbJLxgf3+fznr0=</latexit><latexit sha1_base64="bzQeejn6AthieTS76fBO0TEApVM=">AAACFHicbVDLSgNBEJyNrxhfUY9eFoMQRcKuCHoM6sGLGME8ILuE3kknGTL7YGZWjEt+waP6Md7Eq3e/xYuzyR40WjBQVHX3dJcXcSaVZX0aubn5hcWl/HJhZXVtfaO4udWQYSwo1mnIQ9HyQCJnAdYVUxxbkUDwPY5Nb3ie+s07FJKFwa0aRej60A9Yj1FQqRSVH/Y7xZJVsSYw/xI7IyWSodYpfjndkMY+BopykLJtW5FyExCKUY7jghNLjIAOoY9tTQPwUbrJZNexuaeVrtkLhX6BMifqz44EfClHvqcrfVADOeul4n9eO1a9UzdhQRQrDOj0o17MTRWa6eFmlwmkio80ASqY3tWkAxBAlY6nUHAuUB8j8EoPvo5QgArFQeKA6PtwP9bH9Z3DlOm07Nls/pLGUcW2KvbNcal6luWWJztkl5SJTU5IlVySGqkTSgbkkTyTF+PJeDXejPdpac7IerbJLxgf3+fznr0=</latexit><latexit sha1_base64="bzQeejn6AthieTS76fBO0TEApVM=">AAACFHicbVDLSgNBEJyNrxhfUY9eFoMQRcKuCHoM6sGLGME8ILuE3kknGTL7YGZWjEt+waP6Md7Eq3e/xYuzyR40WjBQVHX3dJcXcSaVZX0aubn5hcWl/HJhZXVtfaO4udWQYSwo1mnIQ9HyQCJnAdYVUxxbkUDwPY5Nb3ie+s07FJKFwa0aRej60A9Yj1FQqRSVH/Y7xZJVsSYw/xI7IyWSodYpfjndkMY+BopykLJtW5FyExCKUY7jghNLjIAOoY9tTQPwUbrJZNexuaeVrtkLhX6BMifqz44EfClHvqcrfVADOeul4n9eO1a9UzdhQRQrDOj0o17MTRWa6eFmlwmkio80ASqY3tWkAxBAlY6nUHAuUB8j8EoPvo5QgArFQeKA6PtwP9bH9Z3DlOm07Nls/pLGUcW2KvbNcal6luWWJztkl5SJTU5IlVySGqkTSgbkkTyTF+PJeDXejPdpac7IerbJLxgf3+fznr0=</latexit>

Target distribution

p(x)
<latexit sha1_base64="yU7M/pBgkA2keVi1P2KVcvaSzH8=">AAACFHicbVDLSgNBEJyNr7i+oh69LAYhioRdEfQY1IMXMYJ5QDaE3klvMmT2wcysJCz5BY/qx3gTr979Fi/OJjlotGCgqOru6S4v5kwq2/40cguLS8sr+VVzbX1jc6uwvVOXUSIo1mjEI9H0QCJnIdYUUxybsUAIPI4Nb3CZ+Y0HFJJF4b0axdgOoBcyn1FQmRSXhoedQtEu2xNYf4kzI0UyQ7VT+HK7EU0CDBXlIGXLsWPVTkEoRjmOTTeRGAMdQA9bmoYQoGynk13H1oFWupYfCf1CZU3Unx0pBFKOAk9XBqD6ct7LxP+8VqL883bKwjhRGNLpR37CLRVZ2eFWlwmkio80ASqY3tWifRBAlY7HNN0r1McIvNGDb2MUoCJxlLogegEMx/q4nnucMZ2WM5/NX1I/KTt22bk7LVYuZrnlyR7ZJyXikDNSIdekSmqEkj55JM/kxXgyXo03431amjNmPbvkF4yPb+SXnrs=</latexit><latexit sha1_base64="yU7M/pBgkA2keVi1P2KVcvaSzH8=">AAACFHicbVDLSgNBEJyNr7i+oh69LAYhioRdEfQY1IMXMYJ5QDaE3klvMmT2wcysJCz5BY/qx3gTr979Fi/OJjlotGCgqOru6S4v5kwq2/40cguLS8sr+VVzbX1jc6uwvVOXUSIo1mjEI9H0QCJnIdYUUxybsUAIPI4Nb3CZ+Y0HFJJF4b0axdgOoBcyn1FQmRSXhoedQtEu2xNYf4kzI0UyQ7VT+HK7EU0CDBXlIGXLsWPVTkEoRjmOTTeRGAMdQA9bmoYQoGynk13H1oFWupYfCf1CZU3Unx0pBFKOAk9XBqD6ct7LxP+8VqL883bKwjhRGNLpR37CLRVZ2eFWlwmkio80ASqY3tWifRBAlY7HNN0r1McIvNGDb2MUoCJxlLogegEMx/q4nnucMZ2WM5/NX1I/KTt22bk7LVYuZrnlyR7ZJyXikDNSIdekSmqEkj55JM/kxXgyXo03431amjNmPbvkF4yPb+SXnrs=</latexit><latexit sha1_base64="yU7M/pBgkA2keVi1P2KVcvaSzH8=">AAACFHicbVDLSgNBEJyNr7i+oh69LAYhioRdEfQY1IMXMYJ5QDaE3klvMmT2wcysJCz5BY/qx3gTr979Fi/OJjlotGCgqOru6S4v5kwq2/40cguLS8sr+VVzbX1jc6uwvVOXUSIo1mjEI9H0QCJnIdYUUxybsUAIPI4Nb3CZ+Y0HFJJF4b0axdgOoBcyn1FQmRSXhoedQtEu2xNYf4kzI0UyQ7VT+HK7EU0CDBXlIGXLsWPVTkEoRjmOTTeRGAMdQA9bmoYQoGynk13H1oFWupYfCf1CZU3Unx0pBFKOAk9XBqD6ct7LxP+8VqL883bKwjhRGNLpR37CLRVZ2eFWlwmkio80ASqY3tWifRBAlY7HNN0r1McIvNGDb2MUoCJxlLogegEMx/q4nnucMZ2WM5/NX1I/KTt22bk7LVYuZrnlyR7ZJyXikDNSIdekSmqEkj55JM/kxXgyXo03431amjNmPbvkF4yPb+SXnrs=</latexit><latexit sha1_base64="yU7M/pBgkA2keVi1P2KVcvaSzH8=">AAACFHicbVDLSgNBEJyNr7i+oh69LAYhioRdEfQY1IMXMYJ5QDaE3klvMmT2wcysJCz5BY/qx3gTr979Fi/OJjlotGCgqOru6S4v5kwq2/40cguLS8sr+VVzbX1jc6uwvVOXUSIo1mjEI9H0QCJnIdYUUxybsUAIPI4Nb3CZ+Y0HFJJF4b0axdgOoBcyn1FQmRSXhoedQtEu2xNYf4kzI0UyQ7VT+HK7EU0CDBXlIGXLsWPVTkEoRjmOTTeRGAMdQA9bmoYQoGynk13H1oFWupYfCf1CZU3Unx0pBFKOAk9XBqD6ct7LxP+8VqL883bKwjhRGNLpR37CLRVZ2eFWlwmkio80ASqY3tWifRBAlY7HNN0r1McIvNGDb2MUoCJxlLogegEMx/q4nnucMZ2WM5/NX1I/KTt22bk7LVYuZrnlyR7ZJyXikDNSIdekSmqEkj55JM/kxXgyXo03431amjNmPbvkF4yPb+SXnrs=</latexit>

G
<latexit sha1_base64="Ow7uqA1ls4Q1KLCUAAZcMur92mw=">AAACEXicbVDLSgNBEJyNr7i+oh69LAZBRMKuCHoMKuhFTMA8IBtC76Q3GTL7YGZWDEu+wKP6Md7Eq1/gt3hxNslBEwsGiqrunu7yYs6ksu0vI7ewuLS8kl8119Y3NrcK2zt1GSWCYo1GPBJNDyRyFmJNMcWxGQuEwOPY8AaXmd94QCFZFN6rYYztAHoh8xkFpaXqdadQtEv2GNY8caakSKaodArfbjeiSYChohykbDl2rNopCMUox5HpJhJjoAPoYUvTEAKU7XS86Mg60ErX8iOhX6issfq7I4VAymHg6coAVF/Oepn4n9dKlH/eTlkYJwpDOvnIT7ilIiu72uoygVTxoSZABdO7WrQPAqjS2Zime4X6GIG3evBdjAJUJI5SF0QvgMeRPq7nHmdMp+XMZjNP6iclxy451dNi+WKaW57skX1ySBxyRsrkhlRIjVCC5Im8kFfj2Xgz3o2PSWnOmPbskj8wPn8A3aqdqw==</latexit><latexit sha1_base64="Ow7uqA1ls4Q1KLCUAAZcMur92mw=">AAACEXicbVDLSgNBEJyNr7i+oh69LAZBRMKuCHoMKuhFTMA8IBtC76Q3GTL7YGZWDEu+wKP6Md7Eq1/gt3hxNslBEwsGiqrunu7yYs6ksu0vI7ewuLS8kl8119Y3NrcK2zt1GSWCYo1GPBJNDyRyFmJNMcWxGQuEwOPY8AaXmd94QCFZFN6rYYztAHoh8xkFpaXqdadQtEv2GNY8caakSKaodArfbjeiSYChohykbDl2rNopCMUox5HpJhJjoAPoYUvTEAKU7XS86Mg60ErX8iOhX6issfq7I4VAymHg6coAVF/Oepn4n9dKlH/eTlkYJwpDOvnIT7ilIiu72uoygVTxoSZABdO7WrQPAqjS2Zime4X6GIG3evBdjAJUJI5SF0QvgMeRPq7nHmdMp+XMZjNP6iclxy451dNi+WKaW57skX1ySBxyRsrkhlRIjVCC5Im8kFfj2Xgz3o2PSWnOmPbskj8wPn8A3aqdqw==</latexit><latexit sha1_base64="Ow7uqA1ls4Q1KLCUAAZcMur92mw=">AAACEXicbVDLSgNBEJyNr7i+oh69LAZBRMKuCHoMKuhFTMA8IBtC76Q3GTL7YGZWDEu+wKP6Md7Eq1/gt3hxNslBEwsGiqrunu7yYs6ksu0vI7ewuLS8kl8119Y3NrcK2zt1GSWCYo1GPBJNDyRyFmJNMcWxGQuEwOPY8AaXmd94QCFZFN6rYYztAHoh8xkFpaXqdadQtEv2GNY8caakSKaodArfbjeiSYChohykbDl2rNopCMUox5HpJhJjoAPoYUvTEAKU7XS86Mg60ErX8iOhX6issfq7I4VAymHg6coAVF/Oepn4n9dKlH/eTlkYJwpDOvnIT7ilIiu72uoygVTxoSZABdO7WrQPAqjS2Zime4X6GIG3evBdjAJUJI5SF0QvgMeRPq7nHmdMp+XMZjNP6iclxy451dNi+WKaW57skX1ySBxyRsrkhlRIjVCC5Im8kFfj2Xgz3o2PSWnOmPbskj8wPn8A3aqdqw==</latexit><latexit sha1_base64="Ow7uqA1ls4Q1KLCUAAZcMur92mw=">AAACEXicbVDLSgNBEJyNr7i+oh69LAZBRMKuCHoMKuhFTMA8IBtC76Q3GTL7YGZWDEu+wKP6Md7Eq1/gt3hxNslBEwsGiqrunu7yYs6ksu0vI7ewuLS8kl8119Y3NrcK2zt1GSWCYo1GPBJNDyRyFmJNMcWxGQuEwOPY8AaXmd94QCFZFN6rYYztAHoh8xkFpaXqdadQtEv2GNY8caakSKaodArfbjeiSYChohykbDl2rNopCMUox5HpJhJjoAPoYUvTEAKU7XS86Mg60ErX8iOhX6issfq7I4VAymHg6coAVF/Oepn4n9dKlH/eTlkYJwpDOvnIT7ilIiu72uoygVTxoSZABdO7WrQPAqjS2Zime4X6GIG3evBdjAJUJI5SF0QvgMeRPq7nHmdMp+XMZjNP6iclxy451dNi+WKaW57skX1ySBxyRsrkhlRIjVCC5Im8kFfj2Xgz3o2PSWnOmPbskj8wPn8A3aqdqw==</latexit>

Source: Isola, Freeman, Torralba3



Gaussian noise
z ⇠ N (~0, 1)

z ⇠ N (~0, 1)

Synthesized 
image

x
<latexit sha1_base64="u0TP99AqUs8pXuYNN5ubzVOLxhc=">AAACEXicbVDLSgNBEJyNrxhfUY9eFoMgImFXBD0G9eBFTMA8ILuE3kknGTL7YGZWEpZ8gUf1Y7yJV7/Ab/HibLIHTSwYKKq6e7rLiziTyrK+jNzS8srqWn69sLG5tb1T3N1ryDAWFOs05KFoeSCRswDriimOrUgg+B7Hpje8Tv3mIwrJwuBBjSN0fegHrMcoKC3VRp1iySpbU5iLxM5IiWSodorfTjeksY+BohykbNtWpNwEhGKU46TgxBIjoEPoY1vTAHyUbjJddGIeaaVr9kKhX6DMqfq7IwFfyrHv6Uof1EDOe6n4n9eOVe/STVgQxQoDOvuoF3NThWZ6tdllAqniY02ACqZ3NekABFClsykUnBvUxwi804PvIxSgQnGSOCD6Powm+ri+c5oynZY9n80iaZyVbats185Llasstzw5IIfkmNjkglTILamSOqEEyRN5Ia/Gs/FmvBsfs9KckfXskz8wPn8AL9ad3A==</latexit><latexit sha1_base64="u0TP99AqUs8pXuYNN5ubzVOLxhc=">AAACEXicbVDLSgNBEJyNrxhfUY9eFoMgImFXBD0G9eBFTMA8ILuE3kknGTL7YGZWEpZ8gUf1Y7yJV7/Ab/HibLIHTSwYKKq6e7rLiziTyrK+jNzS8srqWn69sLG5tb1T3N1ryDAWFOs05KFoeSCRswDriimOrUgg+B7Hpje8Tv3mIwrJwuBBjSN0fegHrMcoKC3VRp1iySpbU5iLxM5IiWSodorfTjeksY+BohykbNtWpNwEhGKU46TgxBIjoEPoY1vTAHyUbjJddGIeaaVr9kKhX6DMqfq7IwFfyrHv6Uof1EDOe6n4n9eOVe/STVgQxQoDOvuoF3NThWZ6tdllAqniY02ACqZ3NekABFClsykUnBvUxwi804PvIxSgQnGSOCD6Powm+ri+c5oynZY9n80iaZyVbats185Llasstzw5IIfkmNjkglTILamSOqEEyRN5Ia/Gs/FmvBsfs9KckfXskz8wPn8AL9ad3A==</latexit><latexit sha1_base64="u0TP99AqUs8pXuYNN5ubzVOLxhc=">AAACEXicbVDLSgNBEJyNrxhfUY9eFoMgImFXBD0G9eBFTMA8ILuE3kknGTL7YGZWEpZ8gUf1Y7yJV7/Ab/HibLIHTSwYKKq6e7rLiziTyrK+jNzS8srqWn69sLG5tb1T3N1ryDAWFOs05KFoeSCRswDriimOrUgg+B7Hpje8Tv3mIwrJwuBBjSN0fegHrMcoKC3VRp1iySpbU5iLxM5IiWSodorfTjeksY+BohykbNtWpNwEhGKU46TgxBIjoEPoY1vTAHyUbjJddGIeaaVr9kKhX6DMqfq7IwFfyrHv6Uof1EDOe6n4n9eOVe/STVgQxQoDOvuoF3NThWZ6tdllAqniY02ACqZ3NekABFClsykUnBvUxwi804PvIxSgQnGSOCD6Powm+ri+c5oynZY9n80iaZyVbats185Llasstzw5IIfkmNjkglTILamSOqEEyRN5Ia/Gs/FmvBsfs9KckfXskz8wPn8AL9ad3A==</latexit><latexit sha1_base64="u0TP99AqUs8pXuYNN5ubzVOLxhc=">AAACEXicbVDLSgNBEJyNrxhfUY9eFoMgImFXBD0G9eBFTMA8ILuE3kknGTL7YGZWEpZ8gUf1Y7yJV7/Ab/HibLIHTSwYKKq6e7rLiziTyrK+jNzS8srqWn69sLG5tb1T3N1ryDAWFOs05KFoeSCRswDriimOrUgg+B7Hpje8Tv3mIwrJwuBBjSN0fegHrMcoKC3VRp1iySpbU5iLxM5IiWSodorfTjeksY+BohykbNtWpNwEhGKU46TgxBIjoEPoY1vTAHyUbjJddGIeaaVr9kKhX6DMqfq7IwFfyrHv6Uof1EDOe6n4n9eOVe/STVgQxQoDOvuoF3NThWZ6tdllAqniY02ACqZ3NekABFClsykUnBvUxwi804PvIxSgQnGSOCD6Powm+ri+c5oynZY9n80iaZyVbats185Llasstzw5IIfkmNjkglTILamSOqEEyRN5Ia/Gs/FmvBsfs9KckfXskz8wPn8AL9ad3A==</latexit>

G
<latexit sha1_base64="Ow7uqA1ls4Q1KLCUAAZcMur92mw=">AAACEXicbVDLSgNBEJyNr7i+oh69LAZBRMKuCHoMKuhFTMA8IBtC76Q3GTL7YGZWDEu+wKP6Md7Eq1/gt3hxNslBEwsGiqrunu7yYs6ksu0vI7ewuLS8kl8119Y3NrcK2zt1GSWCYo1GPBJNDyRyFmJNMcWxGQuEwOPY8AaXmd94QCFZFN6rYYztAHoh8xkFpaXqdadQtEv2GNY8caakSKaodArfbjeiSYChohykbDl2rNopCMUox5HpJhJjoAPoYUvTEAKU7XS86Mg60ErX8iOhX6issfq7I4VAymHg6coAVF/Oepn4n9dKlH/eTlkYJwpDOvnIT7ilIiu72uoygVTxoSZABdO7WrQPAqjS2Zime4X6GIG3evBdjAJUJI5SF0QvgMeRPq7nHmdMp+XMZjNP6iclxy451dNi+WKaW57skX1ySBxyRsrkhlRIjVCC5Im8kFfj2Xgz3o2PSWnOmPbskj8wPn8A3aqdqw==</latexit><latexit sha1_base64="Ow7uqA1ls4Q1KLCUAAZcMur92mw=">AAACEXicbVDLSgNBEJyNr7i+oh69LAZBRMKuCHoMKuhFTMA8IBtC76Q3GTL7YGZWDEu+wKP6Md7Eq1/gt3hxNslBEwsGiqrunu7yYs6ksu0vI7ewuLS8kl8119Y3NrcK2zt1GSWCYo1GPBJNDyRyFmJNMcWxGQuEwOPY8AaXmd94QCFZFN6rYYztAHoh8xkFpaXqdadQtEv2GNY8caakSKaodArfbjeiSYChohykbDl2rNopCMUox5HpJhJjoAPoYUvTEAKU7XS86Mg60ErX8iOhX6issfq7I4VAymHg6coAVF/Oepn4n9dKlH/eTlkYJwpDOvnIT7ilIiu72uoygVTxoSZABdO7WrQPAqjS2Zime4X6GIG3evBdjAJUJI5SF0QvgMeRPq7nHmdMp+XMZjNP6iclxy451dNi+WKaW57skX1ySBxyRsrkhlRIjVCC5Im8kFfj2Xgz3o2PSWnOmPbskj8wPn8A3aqdqw==</latexit><latexit sha1_base64="Ow7uqA1ls4Q1KLCUAAZcMur92mw=">AAACEXicbVDLSgNBEJyNr7i+oh69LAZBRMKuCHoMKuhFTMA8IBtC76Q3GTL7YGZWDEu+wKP6Md7Eq1/gt3hxNslBEwsGiqrunu7yYs6ksu0vI7ewuLS8kl8119Y3NrcK2zt1GSWCYo1GPBJNDyRyFmJNMcWxGQuEwOPY8AaXmd94QCFZFN6rYYztAHoh8xkFpaXqdadQtEv2GNY8caakSKaodArfbjeiSYChohykbDl2rNopCMUox5HpJhJjoAPoYUvTEAKU7XS86Mg60ErX8iOhX6issfq7I4VAymHg6coAVF/Oepn4n9dKlH/eTlkYJwpDOvnIT7ilIiu72uoygVTxoSZABdO7WrQPAqjS2Zime4X6GIG3evBdjAJUJI5SF0QvgMeRPq7nHmdMp+XMZjNP6iclxy451dNi+WKaW57skX1ySBxyRsrkhlRIjVCC5Im8kFfj2Xgz3o2PSWnOmPbskj8wPn8A3aqdqw==</latexit><latexit sha1_base64="Ow7uqA1ls4Q1KLCUAAZcMur92mw=">AAACEXicbVDLSgNBEJyNr7i+oh69LAZBRMKuCHoMKuhFTMA8IBtC76Q3GTL7YGZWDEu+wKP6Md7Eq1/gt3hxNslBEwsGiqrunu7yYs6ksu0vI7ewuLS8kl8119Y3NrcK2zt1GSWCYo1GPBJNDyRyFmJNMcWxGQuEwOPY8AaXmd94QCFZFN6rYYztAHoh8xkFpaXqdadQtEv2GNY8caakSKaodArfbjeiSYChohykbDl2rNopCMUox5HpJhJjoAPoYUvTEAKU7XS86Mg60ErX8iOhX6issfq7I4VAymHg6coAVF/Oepn4n9dKlH/eTlkYJwpDOvnIT7ilIiu72uoygVTxoSZABdO7WrQPAqjS2Zime4X6GIG3evBdjAJUJI5SF0QvgMeRPq7nHmdMp+XMZjNP6iclxy451dNi+WKaW57skX1ySBxyRsrkhlRIjVCC5Im8kFfj2Xgz3o2PSWnOmPbskj8wPn8A3aqdqw==</latexit>

Source: Isola, Freeman, Torralba4

Recall: Neural networks as distribution transformers 



Recall: variational autoencoder

z ∼ 𝒩(μ(x), Σ(x))

Encoder
(μ(x), Σ(x))

• Encoder net defines a distribution over :  .z q(z ∣ x) = 𝒩 (μ(x), Σ(x))

Decoder
x̂ = D(z)

• Decoder net defines a distribution over :  .x p(x ∣ z) = 𝒩(X̂, I)



pZ(z) = U(0, 1)

pZ(z) = U(0, 1)

pZ(z) = U(0, 1)

g1 g2 g3 g4

Recall: Normalizing flow model

Z X = g(Z)

gN ∘ gN−1 ∘ . . . ∘ g1(z)



pZ(z) = U(0, 1)

pZ(z) = U(0, 1)

pZ(z) = U(0, 1)

X Z = f(X)fN fN−1 fN−2 fN−3, . . .

Recall: Normalizing flow model

log pθ(X) =
M

∑
i=1

log pZ( f(xi)) + log det(Df(xi)) where  is a training example.xi

For estimating the density and learning:

Exact likelihood estimation (unlike VAE, which uses lower bound).



Real

8

Classifying real vs. fake
We can successfully classify real vs. fake.  



Fake

9

Classifying real vs. fake
We can successfully classify real vs. fake.  
Can we build a generative model from this idea?



Generator

G

[Goodfellow et al., 2014]

z

G tries to synthesize fake images that fool D

D tries to identify the fakes

Discriminator

D

real or fake?

G(z)
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Source: Isola, Freeman, Torralba 10



DG

]argmax
D

+

[Goodfellow et al., 2014]

z

log (1�D(x))Ez,x[

fake (0.1)

logD(G(z))

real (0.9)

Dx

G(z)
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Source: Isola, Freeman, Torralba 11



min

G tries to synthesize fake images that fool D:

+ ]

real or fake?

G
arg

DG

z

Ez,x[ log (1�D(x))logD(G(z))

G(z)
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[Goodfellow et al., 2014]
Source: Isola, Freeman, Torralba 12



G tries to synthesize fake images that fool the best D:

real or fake?

DG

argmin
G

max
D

]

z

Ez,x[ log (1�D(x))+logD(G(z))

G(z)
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[Goodfellow et al., 2014]
Source: Isola, Freeman, Torralba 13



• Training: iterate between training D and G with backprop. 
• Global optimum when G reproduces data distribution (see book) 

Training

G tries to synthesize fake images that fool D

D tries to identify the fakes

real or fake?

DG

z

G(z)
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[Goodfellow et al., 2014]
Source: Isola, Freeman, Torralba 14



Figure source: [Murphy, PMLAT book]

GANs are implicit generative models

Prescribed generative model Implicit generative model
(only a sampling procedure)(a density that you can sample from)



Training pseudocode

Source: [Goodfellow et al., 2014]



Toy example

Generator (green) and discriminator (blue) as training progresses.

Figure source: [Goodfellow et al., 2014]



Analysis



What is the optimal discriminator?

D*(x) =
pdata(x)

pdata(x) + pg(x)

where  is the data distribution 
and  is the generator’s distribution (i.e., 
the distribution of )

pdata
pg

G(z)
Given a generator , we are maximizing:G

V(G, D) = ∫x
pdata(x)log(D(x))dx + ∫z

pz(z)log(1 − D(G(z)))dz

= ∫x
pdata(x)log(D(x)) + pg(x)log(1 − D(x))dx

f(y) = a log y + b log(1 − y)

How do you maximize this? For some , consider:(a, b)

d
dy

L = 0

df
dy

=
a
y

− b
1

1 − y
= 0set

1 − y
y

=
b
a

⟹ ⟹
1
y

= 1 +
b
a

⟹ y =
a

a + b



Proof. The training criterion for the discriminator D, given any generator G, is to maximize the
quantity V (G,D)

V (G,D) =

Z

x
pdata(x) log(D(x))dx+

Z

z
pz(z) log(1�D(g(z)))dz

=

Z

x
pdata(x) log(D(x)) + pg(x) log(1�D(x))dx (3)

For any (a, b) 2 R2 \ {0, 0}, the function y ! a log(y) + b log(1 � y) achieves its maximum in
[0, 1] at a

a+b . The discriminator does not need to be defined outside of Supp(pdata) [ Supp(pg),
concluding the proof.

Note that the training objective for D can be interpreted as maximizing the log-likelihood for es-
timating the conditional probability P (Y = y|x), where Y indicates whether x comes from pdata
(with y = 1) or from pg (with y = 0). The minimax game in Eq. 1 can now be reformulated as:

C(G) =max
D

V (G,D)

=Ex⇠pdata [logD
⇤
G(x)] + Ez⇠pz [log(1�D⇤

G(G(z)))] (4)
=Ex⇠pdata [logD

⇤
G(x)] + Ex⇠pg [log(1�D⇤

G(x))]

=Ex⇠pdata


log

pdata(x)

Pdata(x) + pg(x)

�
+ Ex⇠pg


log

pg(x)

pdata(x) + pg(x)

�

Theorem 1. The global minimum of the virtual training criterion C(G) is achieved if and only if
pg = pdata. At that point, C(G) achieves the value � log 4.

Proof. For pg = pdata, D⇤
G(x) =

1
2 , (consider Eq. 2). Hence, by inspecting Eq. 4 at D⇤

G(x) =
1
2 , we

find C(G) = log 1
2 + log 1

2 = � log 4. To see that this is the best possible value of C(G), reached
only for pg = pdata, observe that

Ex⇠pdata [� log 2] + Ex⇠pg [� log 2] = � log 4
and that by subtracting this expression from C(G) = V (D⇤

G, G), we obtain:

C(G) = � log(4) +KL

✓
pdata

����
pdata + pg

2

◆
+KL

✓
pg

����
pdata + pg

2

◆
(5)

where KL is the Kullback–Leibler divergence. We recognize in the previous expression the Jensen–
Shannon divergence between the model’s distribution and the data generating process:

C(G) = � log(4) + 2 · JSD (pdata kpg ) (6)
Since the Jensen–Shannon divergence between two distributions is always non-negative, and zero
iff they are equal, we have shown that C⇤ = � log(4) is the global minimum of C(G) and that the
only solution is pg = pdata, i.e., the generative model perfectly replicating the data distribution.

4.2 Convergence of Algorithm 1

Proposition 2. If G and D have enough capacity, and at each step of Algorithm 1, the discriminator
is allowed to reach its optimum given G, and pg is updated so as to improve the criterion

Ex⇠pdata [logD
⇤
G(x)] + Ex⇠pg [log(1�D⇤

G(x))]
then pg converges to pdata

Proof. Consider V (G,D) = U(pg, D) as a function of pg as done in the above criterion. Note
that U(pg, D) is convex in pg . The subderivatives of a supremum of convex functions include the
derivative of the function at the point where the maximum is attained. In other words, if f(x) =
sup↵2A f↵(x) and f↵(x) is convex in x for every ↵, then @f�(x) 2 @f if � = arg sup↵2A f↵(x).
This is equivalent to computing a gradient descent update for pg at the optimal D given the cor-
responding G. supD U(pg, D) is convex in pg with a unique global optima as proven in Thm 1,
therefore with sufficiently small updates of pg , pg converges to px, concluding the proof.

In practice, adversarial nets represent a limited family of pg distributions via the function G(z; ✓g),
and we optimize ✓g rather than pg itself, so the proofs do not apply. However, the excellent perfor-
mance of multilayer perceptrons in practice suggests that they are a reasonable model to use despite
their lack of theoretical guarantees.
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Proof sketch:

pg = pdata
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is the unique global minimizer of the GAN objective.
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� 0, 0 () pg = pdata
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Proof. The training criterion for the discriminator D, given any generator G, is to maximize the
quantity V (G,D)

V (G,D) =

Z

x
pdata(x) log(D(x))dx+

Z

z
pz(z) log(1�D(g(z)))dz

=

Z

x
pdata(x) log(D(x)) + pg(x) log(1�D(x))dx (3)

For any (a, b) 2 R2 \ {0, 0}, the function y ! a log(y) + b log(1 � y) achieves its maximum in
[0, 1] at a

a+b . The discriminator does not need to be defined outside of Supp(pdata) [ Supp(pg),
concluding the proof.

Note that the training objective for D can be interpreted as maximizing the log-likelihood for es-
timating the conditional probability P (Y = y|x), where Y indicates whether x comes from pdata
(with y = 1) or from pg (with y = 0). The minimax game in Eq. 1 can now be reformulated as:

C(G) =max
D

V (G,D)

=Ex⇠pdata [logD
⇤
G(x)] + Ez⇠pz [log(1�D⇤

G(G(z)))] (4)
=Ex⇠pdata [logD

⇤
G(x)] + Ex⇠pg [log(1�D⇤

G(x))]

=Ex⇠pdata


log

pdata(x)

Pdata(x) + pg(x)

�
+ Ex⇠pg


log

pg(x)

pdata(x) + pg(x)

�

Theorem 1. The global minimum of the virtual training criterion C(G) is achieved if and only if
pg = pdata. At that point, C(G) achieves the value � log 4.

Proof. For pg = pdata, D⇤
G(x) =

1
2 , (consider Eq. 2). Hence, by inspecting Eq. 4 at D⇤

G(x) =
1
2 , we

find C(G) = log 1
2 + log 1

2 = � log 4. To see that this is the best possible value of C(G), reached
only for pg = pdata, observe that

Ex⇠pdata [� log 2] + Ex⇠pg [� log 2] = � log 4
and that by subtracting this expression from C(G) = V (D⇤

G, G), we obtain:

C(G) = � log(4) +KL

✓
pdata

����
pdata + pg

2

◆
+KL

✓
pg

����
pdata + pg

2

◆
(5)

where KL is the Kullback–Leibler divergence. We recognize in the previous expression the Jensen–
Shannon divergence between the model’s distribution and the data generating process:

C(G) = � log(4) + 2 · JSD (pdata kpg ) (6)
Since the Jensen–Shannon divergence between two distributions is always non-negative, and zero
iff they are equal, we have shown that C⇤ = � log(4) is the global minimum of C(G) and that the
only solution is pg = pdata, i.e., the generative model perfectly replicating the data distribution.

4.2 Convergence of Algorithm 1

Proposition 2. If G and D have enough capacity, and at each step of Algorithm 1, the discriminator
is allowed to reach its optimum given G, and pg is updated so as to improve the criterion

Ex⇠pdata [logD
⇤
G(x)] + Ex⇠pg [log(1�D⇤

G(x))]
then pg converges to pdata

Proof. Consider V (G,D) = U(pg, D) as a function of pg as done in the above criterion. Note
that U(pg, D) is convex in pg . The subderivatives of a supremum of convex functions include the
derivative of the function at the point where the maximum is attained. In other words, if f(x) =
sup↵2A f↵(x) and f↵(x) is convex in x for every ↵, then @f�(x) 2 @f if � = arg sup↵2A f↵(x).
This is equivalent to computing a gradient descent update for pg at the optimal D given the cor-
responding G. supD U(pg, D) is convex in pg with a unique global optima as proven in Thm 1,
therefore with sufficiently small updates of pg , pg converges to px, concluding the proof.

In practice, adversarial nets represent a limited family of pg distributions via the function G(z; ✓g),
and we optimize ✓g rather than pg itself, so the proofs do not apply. However, the excellent perfor-
mance of multilayer perceptrons in practice suggests that they are a reasonable model to use despite
their lack of theoretical guarantees.
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Exploring learned GAN models



image spacelatent space

Generative models organize the manifold of natural images

Source: Isola, Freeman, Torralba22



Samples from BigGAN 
[Brock et al. 2018]

More here: https://arxiv.org/pdf/1809.11096.pdf

Source: Isola, Freeman, Torralba23
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[BigGAN, Brock et al. 2018]
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[Brock et al. 2018]



[Karras et al., “Alias-Free Generative Adversarial Networks”, 2021]https://github.com/NVlabs/stylegan3 

https://github.com/NVlabs/stylegan3


[Karras et al., “Alias-Free Generative Adversarial Networks”, 2021]



[Karras et al., “Alias-Free Generative Adversarial Networks”, 2021]



GAN variants



Conditional GANs

min
G

max
D

V(G, D) = 𝔼x [log(D(x))] + 𝔼z [log(1 − D(G(z)))]
Unconditional GAN:

min
G

max
D

V(G, D) = 𝔼x,y [log(D(x, y))] + 𝔼z,y [log(1 − D(G(z, y), y))]
Conditional GAN:



Text-to-image GANs

[Kang et al., “Scaling up GANs for Text-to-Image Synthesis”, 2023]



Encoder-decoder models

Source: [Donahue et al., “BiGAN”, 2019]



Encoder-decoder models

Source: [Donahue et al., “BigBiGAN”, 2019]

G(E(x))

Real image



Challenges of training GANs



Saturation

LG = 𝔼z [log(1 − D(G(z)))]• Generator loss function:

• What happens when  gets really high accuracy?D

• Generator’s loss is nearly flat when  approaches 0. Consequently, 
gradient of loss w.r.t. generator’s parameters  will be small.

D(x)
∇θG

LG

Slide adapted from R. Grosse



Saturation

Figure source: [Murphy, PMLAT book]

One solution: replace  with LG = 𝔼z [log(1 − D(G(z)))]
L′￼G = 𝔼z [−log(D(G(z)))]



Lack of diversity

Figure source: [Razavi et al., 2019]

Category: fish 
[Brock et al., “BigGAN”, 2018]

Why does this happen?



Lack of diversity

Generator

G

z

Discriminator

D

real (0.1)

G(z)
<latexit sha1_base64="gZlci8PWKnyAeNG/4T6QXcQXwz8=">AAACHXicbVDLSsNAFJ34Nr6qLt0Ei6AiJRFBl6KCbsQKthWaIDfTmzp08nBmItaQ73Cpfow7cSt+ixsnbRa+Dgwczn3MucdPOJPKtj+MkdGx8YnJqWlzZnZufqGyuNSUcSooNmjMY3Hpg0TOImwopjheJgIh9Dm2/N5hUW/dopAsji5UP0EvhG7EAkZBack7XndDUNd+kN3nG1eVql2zB7D+EqckVVKiflX5dDsxTUOMFOUgZduxE+VlIBSjHHPTTSUmQHvQxbamEYQovWxgOrfWtNKxgljoFylroH6fyCCUsh/6urOwKH/XCvG/WjtVwZ6XsShJFUZ0+FGQckvFVpGA1WECqeJ9TYAKpr1a9BoEUKVzMk33CPUxAk/14rMEBahYbGYuiG4Id7k+rutuFUyn5fzO5i9pbtccu+ac71T3D8rcpsgKWSXrxCG7ZJ+ckDppEEpuyAN5Is/Go/FivBpvw9YRo5xZJj9gvH8BXd6itA==</latexit><latexit sha1_base64="gZlci8PWKnyAeNG/4T6QXcQXwz8=">AAACHXicbVDLSsNAFJ34Nr6qLt0Ei6AiJRFBl6KCbsQKthWaIDfTmzp08nBmItaQ73Cpfow7cSt+ixsnbRa+Dgwczn3MucdPOJPKtj+MkdGx8YnJqWlzZnZufqGyuNSUcSooNmjMY3Hpg0TOImwopjheJgIh9Dm2/N5hUW/dopAsji5UP0EvhG7EAkZBack7XndDUNd+kN3nG1eVql2zB7D+EqckVVKiflX5dDsxTUOMFOUgZduxE+VlIBSjHHPTTSUmQHvQxbamEYQovWxgOrfWtNKxgljoFylroH6fyCCUsh/6urOwKH/XCvG/WjtVwZ6XsShJFUZ0+FGQckvFVpGA1WECqeJ9TYAKpr1a9BoEUKVzMk33CPUxAk/14rMEBahYbGYuiG4Id7k+rutuFUyn5fzO5i9pbtccu+ac71T3D8rcpsgKWSXrxCG7ZJ+ckDppEEpuyAN5Is/Go/FivBpvw9YRo5xZJj9gvH8BXd6itA==</latexit><latexit sha1_base64="gZlci8PWKnyAeNG/4T6QXcQXwz8=">AAACHXicbVDLSsNAFJ34Nr6qLt0Ei6AiJRFBl6KCbsQKthWaIDfTmzp08nBmItaQ73Cpfow7cSt+ixsnbRa+Dgwczn3MucdPOJPKtj+MkdGx8YnJqWlzZnZufqGyuNSUcSooNmjMY3Hpg0TOImwopjheJgIh9Dm2/N5hUW/dopAsji5UP0EvhG7EAkZBack7XndDUNd+kN3nG1eVql2zB7D+EqckVVKiflX5dDsxTUOMFOUgZduxE+VlIBSjHHPTTSUmQHvQxbamEYQovWxgOrfWtNKxgljoFylroH6fyCCUsh/6urOwKH/XCvG/WjtVwZ6XsShJFUZ0+FGQckvFVpGA1WECqeJ9TYAKpr1a9BoEUKVzMk33CPUxAk/14rMEBahYbGYuiG4Id7k+rutuFUyn5fzO5i9pbtccu+ac71T3D8rcpsgKWSXrxCG7ZJ+ckDppEEpuyAN5Is/Go/FivBpvw9YRo5xZJj9gvH8BXd6itA==</latexit><latexit sha1_base64="gZlci8PWKnyAeNG/4T6QXcQXwz8=">AAACHXicbVDLSsNAFJ34Nr6qLt0Ei6AiJRFBl6KCbsQKthWaIDfTmzp08nBmItaQ73Cpfow7cSt+ixsnbRa+Dgwczn3MucdPOJPKtj+MkdGx8YnJqWlzZnZufqGyuNSUcSooNmjMY3Hpg0TOImwopjheJgIh9Dm2/N5hUW/dopAsji5UP0EvhG7EAkZBack7XndDUNd+kN3nG1eVql2zB7D+EqckVVKiflX5dDsxTUOMFOUgZduxE+VlIBSjHHPTTSUmQHvQxbamEYQovWxgOrfWtNKxgljoFylroH6fyCCUsh/6urOwKH/XCvG/WjtVwZ6XsShJFUZ0+FGQckvFVpGA1WECqeJ9TYAKpr1a9BoEUKVzMk33CPUxAk/14rMEBahYbGYuiG4Id7k+rutuFUyn5fzO5i9pbtccu+ac71T3D8rcpsgKWSXrxCG7ZJ+ckDppEEpuyAN5Is/Go/FivBpvw9YRo5xZJj9gvH8BXd6itA==</latexit>

Don’t need to cover the full distribution. Only need to fool the discriminator!



Figure source: [Murphy, PMLAT book]

Mode collapse and mode hopping



adapted from [Goodfellow, 2016]

Mode seeking property

p(y|x)
q⇤(y|x)

p(y|x)
q⇤(y|x)

p(y|x)
q⇤(y|x)

Point estimate

40 Source: Isola, Freeman, Torralba



Mode seeking property

41

DKL(p ∥ q) = ∫x
p(x)log ( p(x)

q(x) ) dx

adapted from [Goodfellow, 2016], and Isola, Torralba, Freeman

KL:

DKL(q ∥ p) = ∫x
q(x)log ( q(x)

p(x) ) dx

Reverse KL:

What happens when you miss a mode, i.e.,  and  is near zero.p(x) > 0 q(x)



[“A note on the evaluation of generative models”, Theis et al. 2016]

Behavior under model misspecification

Data Max likelihood Jensen-Shannon Divergence

42 Source: Isola, Freeman, Torralba



Mode covering versus mode seeking

[Larsen et  al. 2016]

43 Source: Isola, Freeman, Torralba



• What happens to the log likelihood for high dimensional data? 
                  log [0.01p(x) + 0.99q(x)] ≥ log(0.01p(x)) = log p(x) − log 100

Source: [“A note on the evaluation of generative models”, Theis et al. 2016]

Does maximum likelihood lead to good samples?

• Suppose that we mix a really good model of a distribution, , with pure 
random noise, . 

p(x)
q(x)

pM(x) = 0.01p(x) + 0.99q(x)

• But  is proportional  and  is a constant. 

• Different models might differ in  by  

• So, a model can generate bad samples most of the time without 
affecting log likelihood much.

log p(x) d log(100) ≈ 4.61

log(p(x)) 10000 ×
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Training dynamics of GANs

Curves from a conditional image-to-image GAN (pix2pix)

Generator loss Discriminator loss

Loss doesn’t necessarily go down!  and  play a two-player game.G D
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Training dynamics of GANs

• Not optimizing a single loss function. 

• The two networks are constantly trying to fool each other. 

•  backpropagates through  and gets feedback about what’s wrong. 

• Conceptually,  is a detective, while  is an art forger that gets to 
read the mind of  [Lethinen, 2017]

G D

D G
D

argmin
G

max
D

]Ez,x[ log (1�D(x))+logD(G(z))

Some differences between GANs and other models we’ve seen:



47

Training instabilities

Singular values of weight matrix [Brock et al., “BigGAN”, 2018]

Model can “collapse”: sample quality suddenly drops



Rapid improvements in GAN quality (from 2014-2018)

Adapted from Isola, Freeman, Torralba48

Figure source: Ian Goodfellow



Better objectives? Optimization?

[“Are all GANs Created Equal?”, Lucic*, Kurach*, et al. 2018]

Source: Isola, Freeman, Torralba
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More data?
BigGAN [Brock et al. 2018]ACGAN [Odena et al. 2016]

Both trained on Imagenet
Source: Isola, Freeman, Torralba
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Rapid progress from better architectures
DCGAN 

[Radford, Metz, Chintala 2016]
StyleGAN2 

[Karras et al., 2020]

Source: Isola, Freeman, Torralba
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Architectures
DCGAN 

[Radford, Metz, Chintala 2016]

Source: Isola, Freeman, Torralba
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Transpose convolution + batch norm + nonlinearities

StyleGAN 
[Karras, Laine, Aila 2019]

Similar but bigger and lots  
of engineering details.



GANs vs. other models we’ve seen

• Often generate very qualitatively good samples (e.g., crisp images) 

• Doesn’t necessarily cover the full dataset. 

• Train them by training models that play a minimax game. 

• Unlike VAEs and normalizing flows, no single loss function that you can 
use to measure quality. 

• Training can collapse (e.g., if one model wins)



Satellite photo

Translator

Google Map

Next class: GANs for images

Source: Isola, Freeman, Torralba
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