
 

ANNOUNCEMENTS

1 HW6 due nextMonday Tpm late due next wed5pm
2 HW3 grades are reposted

Random thought When do youthink group examswould succeed

Writvery one in thegroup was
an expert in onetopic

b moreofa jack ofall
trades situation

Also Kehlaniforslopeday



Recap Devision trees

Goal Have a nonlinear classifier akin to regionsplitting

J R measures the impurity in a Region

our goal Iffmax Jparent Jchildren

yesno questions

Entropy metric measures impurity
is

latitude 30

1mfhy.fi
partnt

entropy always above

w.orgofchildentropies

splitting by entropyalwaysresultsin
lowerentropy

JCR Ʃ PylogPy
YES413

Alternative to not computing log Gini impurity

JginiR Ʃ Py 1Py
beftity



ORSPECIFIC INSTANCES

Today variants of decision trees
Problemswithdecisiontrees

As usual askif we cando better



categorical attributes

Classify 1537805780 students

into grad ugrad classes

If we split on netid we'd
be asking 399questions

Data

Ift
Inthe worstcase I'd beasking 45999

2400questions

splitting on netid results in purenodes

max decrease in J

takeaway Decision trees kindof give you nicewayofhandling
categoricalattributes

highly branching attributes are notfavorable
computation

overfitting



Regression trees

Instead of predicting slednot we wishto predict spyfay.in

90 9112900

90 0000,11810
month

Instead ofa majority vote we will use thearg intheregion

5 Er
J Tsa Ep 8

Jay Interpretability forfree
Dismonth

Des
sled Yodont



Issues with decision trees Bias variance

Q Do DT sufferfromhighbias stopping criteria is that everyleaf
I can askquestions asmany is a singlepurenode

as I want to getEVERI
training pt correctlyclassified

Low BIAS
good

Q Do DT sufferfromhighvariance
BAD C

overfitting tothe trainingdata HIGH VARIALE

F Now do we fix this highvariance problem

1 Set a min leafsize don't split if IRK20

12 set a max depth if treehas 3 levels don'tgrow

s threshold on maxnodes 20 nodes less in thewholetree

14 threshold on infogain we talked about highinfogain

DON'T

Jay Ir Growoutthewholetree
then remove nodes Imeftga.tt

based on XYZ on validation
set



line drawing

µ
Ht RRpl

afft.in
step7

logistic regression decision tree

Takeaway Can't model additivestructures



The good the bad of DECISION TREES

In the wild DT have poor preditive accuracy



Idea what if we could train multiplemodels and
use the aggregate prediction

We have I total IID random variables Is
we want to compute

Var Eix I because 9s are independent

boal variance reduition

Idea as m predictors var yn
errorrate

prfdi.FI 41

is the assumption of independence among predictors reasonable

maybe not always

BAFAK THEASSUMPTION Corr 4 P

ID X s not necessarily ind

var Fix i e

1 0 when decorrelated I
1 1 we have r



ways toensemble Ensemble m predictors

hope van goesdown

1 Train different algorithms sum DT CRNB aggregate them

computationally expensive

2 Goand collect differentdatasets DD D train sumonDD p
Separately aggregate

I could be infeasible

similar tothis but doesn'trequire additional data collection
Bagging

Fg RF

Ensembling from bias reduction
perspection boosting

Eg AdaBoostXGBoost



BOOTSTRAPPING AGGREGATION AKA BAGGING

Idea If we had D D 03 DM we couldtrain a model
on each oftheseseparately thenaggregate

D x y j n x yes n p truedistribution

1 Bootstrapping we assume D P we can sample from D

more The tan sample as manytimes as
we want

Sample WITHREPLACEMENT n samples to get z t

matt if we are assuming D P sampling we repl makes sensefor
the assumpt tohold

Repeat toget 214 213 21M

2 Aggregation Given 7 Z'm train somemodel on each to
get h h'm

aggregate
hypothesis h x tE x



599
Niceties of BAGGING

1 varianceofaverage error of on correlated models

var Fix re e

Thought If we trained DTon D D D D intimes

then 9 bw h h hatwouldbe high

But for bootstrap sampler l is lower

If we sample a lotof 2 s the m makes 1 1 I
1
we are reducing the variance bytraining on a subsetofthedata

bial

2 out ofbag error In sampling ZD 37 ofD
doesn'tgetsampled

free valset



moIandom Forests DT Bagging

DT lowbiashigh variance
making DT Bagging increasedrebatesvarianceDT Bagging
goodchoiceto

ALMOST RE bagwith

In DT construction one of theattributes could be reallyimportant
meaning all hl him wouldlikely spliton

that feature eg HPpokemon

At the firststep all DI are correlated

At eachsplit I am only going to use a random subsetof
features

drives 1 further down since we're cutting
down onfeatures
we bias



The good and the bad of BAGING

Additive modeling is still issue


