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Abstract

Two stages in measurement of techniques for information
retrieval are gathering of documents for relevance assess-
ment and use of the assessments to numerically evaluate
effectiveness. We consider both of these stages in the con-
text of the TREC experiments, to determine whether they
lead to measurements that are trustworthy and fair. Our
detailed empirical investigation of the TREC results shows
that the measured relative performance of systems appears
to be reliable, but that recall is overestimated: it is likely
that many relevant documents have not been found. We
propose a new pooling strategy that can significantly in-
crease the number of relevant documents found for given
effort, without compromising fairness.

1 Introduction

The assumptions underlying research in information re-
trieval are straightforward. A user poses a query that rep-
resents an information need; the retrieval system uses a
matching algorithm to identify documents that are likely
to satisfy this need; and the user reads the returned doc-
uments to find answers to the query. Based on these as-
sumptions, an information retrieval system can be mea-
sured with respect to a test collection, which is comprised
of a set of documents, a set of queries, and relevance infor-
mation about each document with respect to each query.
The system resolves each query and is scored according to
its ability to fetch the relevant documents.

It is well known that the reliability of measurement of
a system depends on the quality of the relevance judge-
ments, and that relevance assessors are rarely in exact
agreement [4, 5, 7, 11, 14, 15]. Such “human factors” prob-
lems can introduce error into information retrieval experi-
ments, but, assuming the assessment is sufficiently careful
(that the assessor, for example, has not simply checked
whether the query terms occur in each document), they
should not in the general case introduce bias into measure-
ment of the relative performance of systems. Similarly,
given assessments there are many techniques for assigning
a score to a system [8, 9, 10, 12], which can be based on
theoretical considerations or pragmatic assumptions con-
cerning the purposes of a system.

Other aspects of the experimental methodology are,
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however, also open to question. In particular, both the
method for choosing which documents to assess and the
method for measuring system performance can be unreli-
able. Until this decade most information retrieval experi-
ments used fairly small databases of a few thousand records
only, which, it could be argued, can trivialise the retrieval
problem and are not always rich enough to distinguish be-
tween retrieval methods of different power. However, their
size did allow complete relevance judgements to be formed.
The 1990s has seen widespread use of much larger exper-
imental databases, in particular the TREC collection [3],
which provides a more realistic test environment but pro-
hibits comprehensive relevance assessment. With such col-
lections it is necessary to use techniques such as pooling to
identify documents to be considered for relevance assess-
ment, but it is possible for pooling to introduce bias. For
example, use of a fixed-depth pool can potentially favour
the numerical performance of a “new” system that is a
simple combination of two other successful methods, and,
if recall is measured, can discriminate against a method
that is based on novel principles. Another problem is that
unreliable estimates of recall can bias results.

With regard to measurement of system performance,
absolute figures only concern effectiveness for particular
queries on a particular data set. Of more interest are rel-
ative measures of whether one system is better than an-
other, or whether modifying a similarity measure leads to
improved performance. Relative performance can be estab-
lished by comparing absolute effectiveness over a test col-
lection, but such comparison is not meaningful unless the
figures include some form of confidence or error bar [10].
An alternative to an error bar is to use a statistical test
to evaluate confidence in the hypothesis that any differ-
ence in performance is significant. There are several such
significance tests, some of which have been applied to in-
formation retrieval experiments.

In this paper we use the data generated in the TREC
experiments to investigate these issues. Our aim is to de-
termine the degree to which the use of pooling produces
reliable results, and whether the relative measures of sys-
tem performance are fair. We first investigate significance,
primarily so that we can be confident that our later com-
parisons show valid variation, but we do show that ensur-
ing that results are significant can be more important than
choice of measure of effectiveness.

We then investigate pooling, and show that the TREC
results are indeed reasonably reliable: pooling bias does
not appear to have a significant impact and the available
relevance judgements provide a fair basis for measurement
of new systems. However, we show that it is likely that at
best 50%–70% of the relevant documents have been discov-
ered, in particular because of the queries that have large
numbers of answers; and we show that the measurement
strategy of assuming unjudged documents to be irrelevant
is questionable.



We also show that it is possible to obtain useful esti-
mates of the likely numbers of new relevant documents
that can be discovered for each query if pool depth is
increased. These results suggest a variation on standard
pooling strategies that can increase the number of relevant
documents discovered for given judgement effort, without
introducing bias.

2 Test Data

For the results in this paper we have used the data gen-
erated by the TREC project [3], managed by NIST. In
TREC, each participating group is given the same data
and queries, and returns to NIST their runs, a listing of
the identifiers of the top-ranked documents for each query.
Each run contains up to 1000 identifiers. For each query,
the top 100 identifiers from each run are pooled , that is,
merged to eliminate duplicates and to remove any associ-
ation between document and retrieval method. The num-
ber of identifiers taken from each run is the pool depth.
The documents in each pool are then manually assessed
for relevance; unjudged documents are assumed to be not
relevant. Each year NIST then compiles all of this data:
documents, queries, every run, and every relevance assess-
ment. We primarily use information from TREC 5 (held
in 1996, using 61 runs) and TREC 3 (1994, using 32 runs),
and also consider TREC 4 (1995, using 33 runs).

The TREC relevance judgements include documents
identified by a variety of experiments, not just the main
runs. In our analysis we have considered the main runs
only, and have been careful to prune the judgements to
documents identified by these runs.

3 Standards for Significance

Much of the research in information retrieval is concerned
with measurement of retrieval systems: examining perfor-
mance on test collections and investigating the effect of
changes to retrieval techniques. A question that has often
arisen is how a system should be measured. Here we are
concerned with a variant of that question: given a measure-
ment technique and measurements of two systems A and B
(where, say, A’s measured effectiveness is greater than B’s),
how to decide whether the difference in the measurements
is significant.

In the context of information retrieval, significance con-
cerns whether (to a certain likelihood) the difference in
the mean performance of the two systems for a given set of
queries—a sample of a large underlying query population—
is likely to represent a difference in the mean performance
of the systems on the population as a whole. For infor-
mation retrieval experiments we are interested in paired
or correlated tests. Two well-known paired tests are “Stu-
dent’s” t-test and Wilcoxon’s signed rank test; and analy-
sis of variance, or ANOVA, can also be used for this task.
Choice of test relies on somewhat informal principles [6]; in
this context the main criteria are whether the sample set is
sufficiently large, and, if not sufficiently large, whether the
distribution of per-query results of A and B (or the per-
query differences between A and B) is likely to be normal.
Wilcoxon’s test is said to have more power in the absence
of a normal distribution; otherwise the t-test or ANOVA
are likely to be more discriminating.

Tests for significance are to a confidence level, typically
95%, so that a report that the difference between A and
B is significant has a 5% probability of being a false pos-
itive. Thus, if a significance test is reliable, then in 95%

of choices of A and B, and for sufficiently large further
query sets (that is, further samples from the population of
queries), the performance of A will exceed that of B other
than for a tiny proportion of cases that are flukes; in the
remaining 5% the performance of A will exceed that of B
approximately half the time.1 On this basis it is possible
to validate significance tests empirically.

To investigate these issues we have used the t-test,
ANOVA, and Wilcoxon’s test to examine all 1830 distinct
A–B pairs on TREC 5, for query sets 251–275 and 276–
300. We first used Lilliefors test for normality on the per-
query results and per-query differences; for 11-point aver-
age (denoted 11pt), precision at 10 documents retrieved
(p@10), and precision at 100 documents retrieved (p@100)
results on a sample of systems we found that the results
were unlikely to be normally distributed, suggesting that
Wilcoxon’s test is the more appropriate. However, the sam-
ple size of 25 is close to the lower bound of 30 suggested in
texts as “sufficiently large”.

Per-query results are highly correlated between sys-
tems, in typical cases giving a Pearson score of close to 1,
because some queries are easier to resolve or have more
answers than others; this correlation can affect assessment
of significance. To address this problem we also considered
normalised 11pt (denoted n11pt) results, where for each
query the score of each system was divided by the score of
the highest score obtained by any system for that query.
This transformation eliminates the “ease of query” correla-
tion, and moreover yields results that are apparently nor-
mal. (More sophisticated tests for normality, such as those
used by Savoy [10], might reveal otherwise, but whether
these values are normal is incidental to our aims and we
have not investigated the properties of n11pt further.)

Across the total of 7320 A–B comparisons, comprised of
1830 on each of four methods for measuring performance,
results were as follows.

• According to the t-test there were 3810 instances of
significant difference. This result is consistent in form
with that of Tague-Sutcliffe and Blustein [13]; it im-
plies that the systems form about 12 non-disjoint
groups where the members of each group have not
been shown to have different means.

• ANOVA and t-test results were remarkably consis-
tent. There were no cases of ANOVA identifying sig-
nificance when the t-test did not, and only 4 cases
(less than 0.1%) of t-test significance not confirmed
by ANOVA.

• Wilcoxon’s test was not consistent with the others.
In 14 cases (0.2%) Wilcoxon’s test failed to find sig-
nificance when the others detected it. In 724 cases
(9.9%) Wilcoxon’s test found significance when the
others did not, and was similarly inconsistent for
8.9% of the comparisons based on the normally dis-
tributed n11pt results.

We then investigated whether each significance result de-
termined for one query set and pair of systems was vali-
dated on the other query set by a difference in means of
the appropriate sign. Results were as follows.

1It is because of this uncertainty that researchers are often ad-
vised against re-sampling their data to explore for significance—if
sampled sufficiently often a false positive or false negative will even-
tually arise. However, such sampling does allow exploration of the
properties of the significance tests themselves.

Note that these tests are one-sided; failure does not mean that
there is 95% probability (or any particular probability) of the means
of the underlying populations being equal.
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Figure 1: Comparison of four measures of effectiveness. Each of the 61 columns represents one system in TREC 5; each
mark in each column represents a different measure of effectiveness. For each measure the scores have been scaled so that
the best score is 1.0, thus allowing direct comparison of the measures.

• For ANOVA and the t-test, 97%–98% of significance
results were confirmed. Perhaps surprisingly, a posi-
tive significance result for (say) 11pt results on queries
251–275 was almost as likely to confirmed on queries
276–300 by n11pt, p@10, or p@100 results as by 11pt
results. We conclude that the type of measurement
is relatively unimportant, so long as the difference
between the systems is significant. (This is despite
the fact that the ordering of systems by performance
according to these measures is not consistent, as il-
lustrated in Figure 1.) However, by a small margin
p@10 and p@100 tended to give worse confirmation
than the other two measures, which were indistin-
guishable.

• For Wilcoxon’s test, 94%–98% of results were con-
firmed. For 11pt and n11pt around 97% of results
were confirmed, close to the expected figure of “just
under 97.5%” discussed above. We conclude that,
given its reliability and greater power, the Wilcoxon
test should be used for determining significance.

As noted by Savoy [10], a mistake that is sometimes made
in interpretation of retrieval results is to assume that if two
systems have similar average effectiveness then the differ-
ence in effectiveness is not significant, and that a difference
of more than a few percent is probably significant. That
this supposition is false is confirmed by the experiments
above; for example, in one case a difference in 11-point
effectiveness of 0.002 (from 0.149 to 0.151) is significant,
presumably because in virtually every query the first sys-
tem has slightly outperformed the second; while in another
case a difference of 0.118 (from 0.210 to 0.328) is not signif-
icant. Overall around 20% of differences that were smaller
than 0.05 were significant. In the results described below
there are instances of tiny differences being both significant
and interesting.

This aspect of significance is important in the context
of measurement of retrieval systems: often, such measure-
ment is not used for the broad task of comparing two
disparate approaches to retrieval, but to identify whether

a particular technique under study leads to performance
gains. Such gains are usually small increments; if the gains
can be reliably identified then the study of information re-
trieval is advanced. While small gains do little for the ul-
timate goal of improving user satisfaction—no user would
be aware of the difference between 43% and 47% recall-
precision on a certain query—over the course of a research
program a series of small gains can cumulate into large im-
provements. Thus a difference that is imperceptible to a
user may well be significant, that is, a consequence of a
valuable change in the underlying retrieval method.

4 Difficulties with Depth

For measurement of effectiveness on a large database, some
mechanism is needed to limit the number of documents
that must be judged for each query. Pooling is used be-
cause it is perceived to be fair: each system contributes the
same number of documents for assessment. With enough
systems and a sufficiently deep pool, there is some likeli-
hood that most of the relevant documents will be found.

Even with pooling, however, the cost of manual judge-
ments can be large—it is typically the dominant cost of an
information retrieval experiment—mandating some com-
promises. In TREC the pool depth is 100, but the run
depth (or measurement depth) is 1000; that is, all of the
1000 documents in each run are considered when measur-
ing system performance. We believe that the rationale for
this approach is as follows: systems that are good at re-
call may continue to fetch relevant documents at depths
greater than 100, which are therefore not added to the pool,
but most of these documents should have been brought
into the pool by other systems. If this rationale is correct
then overall measurements of system effectiveness would
be little changed if the pool depth is increased, because
few new relevant documents would be identified; thus the
labour of making further judgements is unnecessary, while
the greater measurement depth should give better discrim-
ination between systems.



System reinforcement

A potential disadvantage of having measurement depth m
exceed pool depth p is that similar systems can reinforce
each other. Consider a pool of three systems, A, B, and
C. Suppose A and B use similar retrieval mechanisms such
that some of the documents retrieved by A at a depth be-
tween p and m are retrieved by B at depth less than p, and
vice versa; and suppose C is based on different principles
to A and B. Then the performance of C can be underesti-
mated. That is, this methodology may misjudge the per-
formance of novel retrieval techniques.2 Conversely, the
effectiveness of techniques such as combination of evidence
may be overestimated if the techniques being combined all
contributed to the pool.

It can be argued that these effects are likely to be unim-
portant, assuming that the pool is sufficiently deep. The
argument is as follows: since the performance in the first
100 documents is the main determinant of score, a few
more judged documents at greater depth can only make
a slight difference. However, although this argument may
be correct in the typical case, there are circumstances in
which it is misleading: for queries where there are many
relevant documents but only a few in the top 100 for each
query; for queries with a large number of relevant docu-
ments; and for queries where the total pool size is large,
because each system found different documents. As we
show below, it is likely that at best 50%–70% of the rel-
evant documents have been identified, so distortions can
arise where only some techniques are fetching relevant doc-
uments that have not been judged. Moreover, as discussed
above improvements in retrieval techniques often consist of
a series of small increments, the evidence for which may be
individually masked by such effects.

We investigated the existence of such effects as follows.
We created a pool of depth 100, and measured each run
to a depth of 100, recording 11-point recall-precision and
precision at depth 100. We then repeated the measure-
ments, but using a pool depth of 10. For many systems,
the two measurements are consistent—the relative perfor-
mance is unaltered.3 However, for a few systems the im-
pact is marked; for example, two systems that scored close
to 0.20 with a pool of depth 100 have scored 0.25 and 0.30
respectively with a pool of depth 10. In part the latter sys-
tem may have done well because other runs have identified
relevant documents on its behalf, while the former system
had no such reinforcement; and in part the latter system
may be achieving its score through high precision, while
the former used high recall.

Comparing a pool depth of 50 to a pool depth of 100,
however, the inconsistencies are small. In a further experi-
ment we built relevance judgements for a pool of depth 50,
but for each system in turn allowed that system alone to
contribute a further 50 documents, thus mimicking perfect
reinforcement for that system. In each case we measured
each system on both the fair pool of depth 50 and the
biased pool to which one system had contributed twice.
Overall, with a biased pool 11-point effectiveness decreased
for the non-cheating systems by a mere 0.5%, and the
cheating systems increased by 1%.4 However, these in-

2One can speculate that a process such as that used by TREC
may be self-reinforcing—by tuning on previous data researchers are,
potentially, exploring only one or two families of effective techniques,
neglecting other approaches because they do not score well on past
data.

3But the measurements are not identical. Increasing the pool
depth reduces recall-precision scores, since each system identifies a
smaller proportion of the relevant documents.

4These are percentage changes, not absolute improvements in

creases are in general significant, since they represent a
small increase in effectiveness for every query, not the usual
mix of increases and decreases in typical system-to-system
comparisons. The largest increase observed was 3.5%, and
cheating tended to be more effective for systems that scored
highly.

Another perspective on this issue is as follows. For
each system we assumed a pool depth of 100, then com-
puted recall-precision using measurement depths of 100
and (the TREC convention) 1000; we denote these mea-
surements 11pt100 and 11pt1000 respectively. We then
used Wilcoxon’s test to compare every pair A–B of sys-
tems, over (for consistency with our earlier results) query
sets 251-275 and 276-300. There were only seven instances,
of approximately 4500, where A was significantly greater
than B according to one measure and A ≤ B according to
the other—in other words, confirmation was almost 100%.

Increasing measurement depth has another effect: the
number of instances in which one system is shown to be
significantly better than another increases, so that discrim-
ination between systems is improved. However, the change
does affect the relative ordering of systems, varying posi-
tion in the system ranking by as much as six places. More-
over, some systems are fetching a great many more un-
judged documents than others, and, given our estimates of
recall below, there is a high likelihood that many of these
documents are relevant.

Surprisingly, neglecting the two or three lowest-scoring
systems, there is little correlation between score and the
number of judged documents to depth 1000. There is,
however, a correlation between the number of relevant doc-
uments fetched by one system only (to depth 100) and
the number of unjudged documents fetched by the sys-
tem between depths 101 and 1000. That is, systems that
identify more new relevant documents than others also get
less benefit from the other contributors to the pool, and
measurement to depth 1000 of these systems is likely to
underestimate performance.

Given that most of the unjudged relevant documents
are answers to around only 10 of the queries, it is reason-
able to consider omitting these queries from the system-to-
system comparisions. This would have several effects: the
number of instances of measured significance would fall; in
practice the reliability of the measurements would increase,
because of the elimination of a cause of uncertainty; and
the possibility of measurement bias is introduced, because
there is potentially a causal relationship between query
type, number of answers, and type of system. Selection
of queries according to the number of answers is dubious
at best.

We conclude that the phenomenon of reinforcement is
identifiable in practice and introduces small but generally
unimportant distortions in relative performance for sys-
tems that have contributed to the pool. The practice of
measurement depth exceeding pool depth improves mea-
sured discrimination between systems, but introduces fur-
ther uncertainty into the results; on balance we believe that
this practice is not justified.

System omission

Another potential disadvantage of pooling is that, if only
a fraction of the relevant documents are identified, a tech-
nique that did not have an opportunity to contribute to
the pool may have its effectiveness underestimated. Such

effectiveness. As 11-point recall-precision for these systems is typi-
cally in the range 0.10–0.30, these percentages represent changes in
effectiveness of 0.0005–0.0030.



behaviour was observed by Zobel et al. [16] in experiments
during the early years of the TREC project, when testing
passage retrieval on the Federal Register subcollection and
evaluating the results with the previous year’s TREC data:
for some queries the retrieval mechanism highly ranked
documents that appeared to be relevant, but had not been
fetched by any of the official TREC runs; and overall the
mechanism fetched many unjudged documents. (The sep-
arate question of the number of unjudged relevant docu-
ments is considered in Sections 5 and 6.) However, the
number of contributing systems in TREC has since in-
creased, and the problem may not be important in practice.

To investigate this aspect of pooling, we selected a run,
formed a pool using all runs, then removed from the pool
those documents contributed only by the selected run. By
comparing performance on the original pool and the modi-
fied pool we can measure the degree to which contributing
to the pool improves perceived effectiveness. By repeat-
ing this experiment for each system, we can get an average
improvement over all systems.

For TREC 5, a measurement depth of 100, and a pool
depth of 100, the average improvement was a tiny 0.5% and
the maximum (neglecting the poorest-performing systems)
was 3.5%, thus suggesting that the effect is unimportant.
However, over the 10 queries with the most answers the
average improvement was 7%. For TREC 3, the effect
was more acute, with an overall average improvement of
2.2% and a startling 19% for the 10 queries with the most
answers. Not surprisingly, these problems are more serious
with a small pool; using a depth of 10 there is a 2.3% overall
improvement for TREC 5 and 14% overall for TREC 3.

These results show that use of adequate pool depth is
essential. However, they confirm that the TREC method-
ology is in this respect reasonably reliable, particularly for
queries with smaller numbers of answers, and that the ex-
isting judgements can be used to evaluate new retrieval
methods. However, these fresh evaluations should consider
the number of unjudged documents being fetched, and ex-
perimenters should be aware that performance is probably
being underestimated.

5 Reliability of Recall

A particular failing of the pooled method for identifying
relevant documents is that it is impossible to be sure that
most of the relevant documents have been located. Thus
pooling cannot be used for the (arguably less important
case of) measuring systems designed to maximise recall.
Moreover, if it is possible that many of the unjudged docu-
ments are relevant, then an existing set of judgements may
seriously underestimate the performance of a method that
is good at finding “difficult” relevant documents, as well
as underestimate the performance of systems that did not
contribute to the pool.

Extrapolation from pool depth

We estimate total recall in the context of a pool as follows.
Consider two pools, of depths p − 1 and p, constructed
from a set of runs. The set of relevant documents from
the second pool contains that from the first; the n relevant
documents in the second but not in the first are new ar-
rivals. We can plot n against p to observe the rate at which
new relevant documents continue to appear as pool depth
is increased, as in the irregular line in Figure 2. As can be
seen, the rate of new arrivals (totalled over the 50 queries
and 61 runs from TREC 5) does diminish as pool size is

increased, but is still around 20 per depth as the limit of
100 is reached, when 5040 relevant documents have been
observed.

A straightforward method for using this data to esti-
mate the total number of relevant documents is to fit some
curve and extrapolate it, then compute the total area un-
der the curve. The function used was

n = Cps − 1

where C and s are constants; fitting this function to the
data requires only a straightforward linear regression on
loge p and loge(n+1), where the addition of 1 allows n = 0.
For TREC 5 we find C = 396.3 and s = −0.6304 us-
ing depths 1–100, and C = 382.5 and s = −0.6182 using
depths 1–50. In both cases the standard error in loge C
is approximately 0.065 and in s is approximately 0.017.
These fits are plotted for depths 3–100 in Figure 2. As can
be seen the fit is extremely good, and is also excellent for
depths 1 and 2, omitted to allow larger scale on the vertical
axis. Use of a limited depth of 50 also gives an excellent
fit, as to a lesser extent does use of a depth of 20, thus
showing that for the data we have the fit provides good
prediction. (We subsequently tested other functions but
did not obtain a better fit.)

The fit on depths 1–100 can be used to estimate the
total number of relevant documents for queries 251–300,
which is simply the total area under the curve, but this es-
timate is at best only accurate to within an order of magni-
tude. Of more interest are smaller extrapolations—to say
pool depth of 200 or 500. At these depths the estimated to-
tals of relevant documents are 6707 and 9358 respectively.
That is, increasing pool depth to 200 would be expected
to identify a further 35 relevant documents per query, an
increase of 32%. Similar measurements on subsets of the
query set show that around 85% of these further relevant
documents are due to the 10 queries with the most answers
in a pool of depth 100.

These numbers are likely to be fairly accurate, because
the errors in the fit are small. Moreover, there is a good
fit for depths 51–100 based on depths 1–50; the fit pre-
dicted 1296 new relevant documents (in the range 1104 to
1519, allowing plus or minus one standard error in each pa-
rameter), while 1350 actual new relevant documents were
observed.

We observed a similarly good fit for TREC 3, which
has 7278 known relevant documents derived from the 32
runs. This fit gives an estimate of 10,138 relevant doc-
uments by depth 200 and 15,347 relevant documents by
depth 500, large increases on the number found at depth
100. The numbers for TREC 4 are 5487, 7472, and 10,909
respectively, again based on an excellent fit.

Extrapolation from system count

Increasing the number of systems contributing to the pool
can be used in a similar way. Each system brings in new
relevant documents, but the number brought in by each
successive system should drop as, gradually, all relevant
documents are identified. This method, however, may un-
derestimate the total number of relevant documents, as
some will not be brought into the top 100 of the ranking
of any likely retrieval system.

A problem with this approach is to choose an ordering
of the systems. The 61! possible orders have widely varying
characteristics, with in some cases all the more successful
systems early in the ordering and in other cases the more
successful systems towards the end; in the worst case the
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Figure 2: Total number of new relevant documents at each pool depth, actual and estimated, for queries 251–300 from
TREC 5. On left, depths 3-100. On right, depths 80-100, expanded to show detail.

last system identifies over 200 new relevant documents [14].
To address this difficulty we generated a series of over 1000
random permutations of the list of systems and averaged
the number of new documents introduced by the kth sys-
tem over all the permutations. This average behaviour is
plotted for TREC 5 in Figure 3, together with a curve fit-
ted as in Figure 2; the standard errors of the parameters
of this curve are 0.02 of loge C and 0.007 of s. This curve
predicts a total of 6054 relevant documents after 122 sys-
tems have contributed—that is, doubling the number of
systems—or 7375 by 305 systems. The accuracy of this fit
can be judged from extrapolation from 30 systems to 61,
where the prediction for new relevant documents is 916, in
the range 869 to 967; the actual number observed is 870.
For TREC 3 the predictions are 8658 after 64 systems and
10323 after 160 systems, again with very small error. These
results are consistent with those derived by increasing pool
depth.

Overall, we conclude that the TREC experiments have
been reasonably successful at identifying relevant docu-
ments, but that many relevant documents remain uniden-
tified—only 5040 by the main runs and 5524 by all con-
tributors for TREC 5, well short of our predictions. The
assumption that unjudged documents are irrelevant is not
well founded.

These results are confirmed by observed numbers of new
relevant documents. As reported by Harman [2], subse-
quent to the main TREC 3 event pools were formed from
depths 101-200 and assessed in a search for further rele-
vant documents. This experiment found around 35 more
relevant documents per query, or around 9000 relevant doc-
uments in total. Our results show that, in addition to the
documents found to pool depth 200, many more relevant
documents remain unidentified.

6 Principles for Pooling

Given that it is possible to obtain good estimates of the
overall number of relevant documents, it is interesting to
investigate whether similar estimates can be obtained for
individual queries. (We consider only the case of increasing
pool depth, and have not investigated increasing system

number.) Not surprisingly, the fits obtained by per-query
extrapolation are highly approximate.

Consider the example of using regression on depths 1–
50 for some query to obtain a prediction for the number of
new relevant documents at depths 51–60 for that query, on
TREC 5. Noting that negative numbers of relevant docu-
ments can be predicted because the function Cps − 1 can
take negative values, in a typical case (query 271, with 7
new relevant documents at these depths) our method pre-
dicts 2 more relevant documents, but allowing one standard
error in each parameter gives the range −2 to 10. An ex-
treme case is a prediction of 31 to 71 (query 269, 45 actual
new relevant documents), while predictions of ranges such
as −3 to 1 are common.

However, for the 7 × 50 cases of using depths 30 to 90
(counting in tens) to predict the next 10, there are only six
instances of the predicted range not bounding the actual
number of relevant documents. Thus, for example, when
using extrapolation over depths 1–70 to predict the number
of new relevant documents per query at depths 71–80, the
prediction of −3 to 1 for query 260 underestimates the
actual number, which is 2, but for the other 49 queries
the number is within the estimated range. It follows that
this extrapolation technique can be used to give a broad
indication of the number of relevant documents that can
be identified by deepening the pool for each query.

These predictions can be used to guide construction of
variable-depth pools, in which the final depth used can vary
from query to query. The rationale for constructing such
pools is as follows. The aim of pooling should be to con-
struct a set of judgements that is not biased towards any
one system—that is, each system should be equally able to
contribute to the pool—and to identify as many relevant
documents as possible. In particular, if it is has become
likely that for a certain query no more relevant documents
will be identified, then continuing to judge documents for
that query is a waste of resources. A potential objection
to use of variable-depth pools is that documents must be
judged in pool-depth order, conceivably suggesting to the
assessors that later documents are from deeper in the pool
and are thus less likely to be relevant. However, since pool
depth is increased only if there is a reasonable likelihood of
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Figure 3: Total number of new relevant documents at each system count, actual and estimated, for queries 251–300 from
TREC 5.

further relevant documents being found, and at each stage
can be increased by a substantial increment, we believe
that this problem should not be an obstacle in practice.

In this approach, pools can be constructed as follows.

1. Fully judge each query to some initial depth—say a
pool formed from the top 30 documents in each run.

2. For each query, use extrapolation to predict the likely
number of relevant documents to be found when the
per-query pool depth is increased, say by 10. Com-
pare this prediction to the number of new documents
in the increased pool for each query, to produce a pre-
dicted cost of finding each new relevant document.

3. Then either

• identify the most promising queries and make
judgements on their extended pools; or

• remove the least promising queries so that they
are not considered for further judgements, and
judge the pools of all the remaining queries.

If assessors are available to make further judgements
return to step 2, otherwise stop.

There are many possible variants of this scheme, based on
decisions on how to assign costs to an increase in pool
depths, which could conceivably involve factors such as
length of documents to be assessed and the number of doc-
uments judged for that query so far. A Boolean alternative
to our pooled approach is suggested by Blair [1], but this
alternative does not quantify the likely numbers of relevant
documents to be found.

As an instance of this process, consider increasing the
pool depth from 50 to 60 in TREC 5. If increased uniformly
for all queries, 7689 documents must be judged, of which
347 are relevant. Now suppose instead that, based on ex-
trapolation from pool depths 1–50, the 25 most promis-
ing queries (by predicted number of answers) have their
pool depth increased to 70. Then 7777 documents must be
judged, of which 577 are relevant; thus 230 more relevant
documents (an increase of 66%) can be found for the same
total effort.

The effect of selectively increasing pool size is shown
in detail for TREC 5 in Table 1. Each line shows the
behaviour when all queries have been fully judged to some
depth (for example, to depth 30 in the first line) and pool
depth is to be increased by 10 (to 40 in the first line).
If all queries are considered, in each case the pool size is
between 7000 and 8000 and for depth 30 approximately 5%
are relevant; this percentage drops as pool depth increases.
If only the best 25 queries are considered, 8.9% are relevant,
and only 49 relevant documents are not discovered; the 10
least promising queries contribute only a few percent of the
relevant documents.

Moreover, for these queries with small numbers of an-
swers most of the relevant documents are found by pool
depth 30—indeed, the percentage found almost certainly
exceeds the percentage of relevant documents found by
depth 100 for the 10 queries with the most answers. It
is clear that varying pool size for each query can dramat-
ically increase the number of relevant documents that are
found; and that, both overall and for the queries with the
most answers, doing so should improve the reliability of
the measured results.

7 Conclusions

We have had long-standing concerns about some aspects of
the methodology used for large-scale information retrieval
experiments such as TREC: whether the measured results
are trustworthy; whether the use of a limited-depth pool
significantly distorts results for “new” systems that did not
contribute to the pool; and whether the pooling strategy
does indeed discover most of the relevant documents. De-
spite commencing this work expecting to discover that the
TREC strategies might be seriously flawed, we have found
that overall they do indeed lead to reliable results.

In particular, our empirical investigation has shown
that results based on the relevance judgements formed from
a limited depth pool are reliable—if the pool is sufficiently
deep—both for systems that contributed to the pool and
for “new” systems. In this respect, the TREC limit of
100 appears to be adequate. These results answer misgiv-



Pool depth All queries 10 best 25 best 10 worst
30 → 40 7892/420 (5.3%) 1890/266 (14.1%) 4265/371 (8.9%) 1496/12 (0.8%)
40 → 50 7688/343 (4.5%) 1730/221 (12.8%) 4096/304 (7.4%) 1483/11 (0.7%)
50 → 60 7689/347 (4.5%) 1861/233 (12.5%) 3940/316 (8.0%) 1424/ 5 (0.4%)
60 → 70 7544/282 (3.7%) 1676/196 (11.7%) 3837/261 (6.8%) 1513/ 3 (0.2%)
70 → 80 7518/259 (3.4%) 1768/196 (11.1%) 3788/239 (6.3%) 1386/11 (0.8%)
80 → 90 7327/259 (3.5%) 1671/173 (10.4%) 3861/230 (6.0%) 1391/12 (0.9%)
90 → 100 7349/203 (2.8%) 1739/150 (8.6%) 3861/180 (4.7%) 1422/ 3 (0.2%)

Table 1: Numbers of retrieved documents and of relevant documents found at a range of pool depths for TREC 5, for
different strategies for choosing queries whose pools are increased. Each pair x/y is the number x of new documents
in the pool and the number y of new relevant documents in the pool, followed in parentheses by the percentage of new
relevant documents in the pool of new documents.

ings raised in this paper and elsewhere [15, 16]. We have
also argued that significance results are trustworthy, and
indeed that showing that the difference in performance be-
tween two methods is significant is probably of more value
than precise choice of performance measure, particularly as
there are many instances in the TREC experiments of large
yet insignificant differences and of much smaller differences
that are significant. Our results indicate that Wilcoxon’s
signed-rank test is reliable and, in contrast to ANOVA and
“Student’s” t-test, provides greater discrimination between
systems.

However, we have identified some limitations of the
pooling strategy. The practice of using the top 1000 docu-
ments to measure systems when only the top 100 have con-
tributed to the pool allows greater discrimination between
systems, but introduces uncertainty. Also, our estimates of
the number of unjudged relevant documents show that it
is likely that at best 50%–70% of the relevant documents
have been found; most of these unjudged relevant docu-
ments are for the 10 or so queries that already have the
most known answers. For this reason measures based on
recall are highly uncertain.

These results have allowed us to propose a new method
for pooling that increases the number of relevant docu-
ments found for given judgement effort. In this method
the pool size of each query should be increased by small
increments, say 10, and the pool judged only where there is
reasonable likelihood of it containing relevant documents.
Simple regression on the per-query number of new relevant
documents found at each pool depth, although highly ap-
proximate, is a good basis for choice of queries for further
judgement effort. Overall this technique allows many more
relevant documents to be found for given effort, and should
increase the reliability of measured results in large-scale in-
formation retrieval experiments.
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