
Slides from Fei-Fei Li, Justin Johnson, Serena Yeung

http://vision.stanford.edu/teaching/cs231n/

http://vision.stanford.edu/teaching/cs231n/


•

•

–

•



•

–

–

–

–

•

–

http://cs231n.github.io/neural-networks-1/
http://cs231n.github.io/neural-networks-2/
http://cs231n.github.io/neural-networks-3/
http://cs231n.github.io/neural-networks-case-study/
http://cs231n.github.io/convolutional-networks/
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https://cloud.google.com/vision/docs/drag-and-drop
https://aws.amazon.com/rekognition/
https://www.clarifai.com/
https://azure.microsoft.com/en-us/services/cognitive-services/computer-vision/
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https://playground.tensorflow.org/
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Figure: Karpathy 2016
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Slide from Karpathy 2016

Q: What would be a

very hard set of classes  

for a linear classifier to  

distinguish?

(assuming x = pixels)



















Input  

Pixels

Ans

Perform everything with a big neural  

network, trained end-to-end

This piece is just a linear classifier

Key: perform enough processing so that by the time you get  

to the end of the network, the classes are linearly separable

(GoogLeNet)



[Donahue, “DeCAF: DeCAF: A Deep Convolutional …”, arXiv 2013](2D visualization using t-SNE)
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https://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html
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