
CS 478 Homework 1 DUE: 10 February 2004

This homework is individual work. All assignments are due at the beginning of class on the
due date. Assignments turned in late will drop 10 points for each period of 24 hours for which
the assignment is late. In addition, no assignments will be accepted after the solutions have
been made available.

1 Version Spaces

Consider the instance spaceX of points~x = (x1, x2) with integer coordinates([0..10], [0..10]) ⊂
N2. The task is to learn a conceptc : X → {0, 1} which can be described as a rectangle
((a, b), (c, d)) ∈ N2 ×N2. (a, b) is the left top corner of the rectangle,(c, d) is the lower right
corner. An example is labeled positive, if it lies inside the rectangle or on it’s boundary. It is
negative, if it lies outside. The hypothesis spaceH are all rectangles over the instance space
X.

Note that in this setting, a hypothesish = ((a, b), (c, d)) can be generalized by decreasinga
or b and/or increasingc or d. Similarly it can be made more specific by increasinga or b or
decreasingc or d.

Part a (15 POINTS)

Suppose you have the hypothesish = ((4, 5), (4, 5)), after seeing the positive training example
(4, 5). If you then see the positive training examplex = (6, 3), what is the smallest generaliza-
tion of h that also acceptsx?

Part b (15 POINTS)

Consider the following training set inX × {0, 1}, where the 0 or 1 is the label of each data
point (0 indicates negative examples, and 1 indicates positive examples):

{((0, 5), 0), ((4, 5), 1), ((2, 2), 0), ((9, 5), 0), ((6, 3), 1), ((5, 6), 1), ((7, 0), 0), ((5, 8), 0)}

For this training set, what is theS boundary of the version space? What is theG boundary of
the version space? Write out the hypotheses and draw them into a diagram showing the points
as well as the boundaries of the version space.

Part c (15 POINTS)

Imagine the learner does not get specific training examples, but instead can propose examples
and ask for the correct label. How should the learner pick the example it asks to be labeled
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next? Assume that one positive training example is given initially. Describe a strategy that
will lead the learner to identify the target rectangle with as few training examples as possible.
Remember that since the target concept is not initially known to the learner, your strategy
cannot make use of it. Use the target concept((4, 6), (6, 4)) and the initial positive example
(5, 5) to illustrate your strategy.

Part d (15 POINTS)

For your strategy from Part c, what is the maximal number of training examples needed to
identify any target concept? Illustrate your result by constructing the “worst case” concept and
initital positive example, so that the number of training examples is maximal.

2 Decision Trees

Part a (10 POINTS)

What is a decision tree with as few nodes as possible that represents the boolean function
(¬A ∨B) ∧ ¬(C ∧ A) over the boolean attributesA, B, andC?

Part b (10 POINTS)

What is a decision tree that represents the boolean function(A XOR B)∧C over the boolean
attributesA, B, andC?

Part c (20 POINTS)

Grow the decision tree for predictingSPAM for the following dataset using Information Gain
as the splitting criterion. The attributes “nigeria”, “viagra”, and “learning” indicate whether
that particular word occurs in the document. Show your calculations at each step.

nigeria viagra learning SPAM
1 0 0 1
0 1 0 1
0 0 0 0
1 0 1 0
0 0 0 0
1 1 0 1
0 1 1 0
1 0 0 1
0 0 0 0
1 0 0 1
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