Object Detection
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What is an object? Why should robots detect them?
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https: /W'Ww.yc')'u'tube.com/Watch?v=_imrrzn8NDk Y E



https://www.youtube.com/watch?v=_imrrzn8NDk



https://www.youtube.com/watch?v=yVGViBqWtBI

What about more

complex scenes like a real
kitchen?






https://www.youtube.com/watch?v=yGodQAbYW_E




Last Lecture: Image Classification

(assume given a set of possible labels)
{dog, cat, truck, plane, ...}

—> cat
_ C3: 1. maps 16@10x10
%ug %2'8228 S4: f. maps 16@5x5
S2: 1. maps l
B@14x14 r el 'y -t il
This image by Nikita is l
licensed under CC-BY 2.0 WL - ‘ - I r
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" | Fu lcom{ecbo | Ga ssian connections
Convolutions Subsa ing Convol tions Subsamplng Full connection
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Think-Pair-Share!

Think (30 sec): How do we extend our image classifiers to classify
objects in an image? What are some of the challenges?

Pair: Find a partner ﬁ ‘

..‘\‘--l y

Share (45 sec): Partners exchange oy -

ideas p Sl / ‘_.1;
Jh ‘f"-\,.‘




Increasing complexity of computer vision tasks
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Increasing complexity of computer vision tasks

Classification

No spatial extent
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Increasing complexity of computer vision tasks

Semantic
Segmentation

Classification

GRASS, ,
TREE, SKY

No spatial extent No objects, just pixels
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Increasing complexity of computer vision tasks

Semantic Object
Segmentation Detection

Classification

“wogap

-

GRASS, CAT, DOG, DOG, CAT
TREE, SKY
No spatial extent No objects, just pixels Multiple Object Thisimage s G0 public domgi
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Increasing complexity of computer vision tasks

Semantic Object Instance
Segmentation Detection Segmentation

Classification

GRASS, CAT, DOG, DOG, CAT  DOG, DOG, CAT
TREE, SKY
No spatial extent No objects, just pixels Multiple Object Thisimace - GO0 oublc omin
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Increasing complexity of computer vision tasks

Semantic
Segmentation

GRASS,

. TREE, SKY ,

No objects, just pixels
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Semantic Segmentation: The Problem

GRASS, ,
TREE, SKY, ...

Paired training data: for each training image,
each pixel is labeled with a semantic category.

Slides from Stanford CS231N: Object Detection and Image Segmentation



Semantic Segmentation: The Problem

GRASS, ,
TREE, SKY, ...

At test time, classify each pixel of a new image.

Paired training data: for each training image,
each pixel is labeled with a semantic category.
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Semantic Segmentation ldea: Sliding Window

Full image

Can you classify this pixel?
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Semantic Segmentation ldea: Sliding Window

Full image

Can you classify this pixel?

Pretty hard without context!
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Semantic Segmentation Idea: Sliding Window

Extract patch

Full image

Slides from Stanford CS231N: Object Detection and Image Segmentation



Semantic Segmentation Idea: Sliding Window

Classify center
Extract patch pixel with CNN

} 48 128 20% 2048
N, | | T
Jf o T R TR ; dense | [dense| [
s
128 Max o L]
Max o8 Max pooling 2° 2048
pooling pooling

192 128 204 2048
\ 13
wlll =

Lw |

13 dense dense|

192 128 Max

; 128 pooling
pooling pooling

204 2048

00 Grass

dense dense

128 Max L |
Max 128 Max pooling 294
pooling pooling

{

N

048

C | a SS I fy ea C h pa tC h ! Farabet et al, “Learning Hierarchical Features for Scene Labeling,” TPAMI 2013

Pinheiro and Collobert, “Recurrent Convolutional Neural Networks for Scene Labeling”, ICML 2014
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Semantic Segmentation Idea: Sliding Window

Classify center
Extract patch pixel with CNN

. \ £ 4 A K i 8
Full iImage l N o | P2 .
/ :‘ 48 128 _4 EB
sl N =
. 128 Max ol L |
Max 128 Max pooling 0% 2048
pooling pooling
a8
A‘n- e
3J o

28 192 128 SR 038
5
13
3 | iEs :
e 13 dense dense|
s
) 192 128 Max | L |
! 3 2
Strid Max 28 Max pooling 2° 048
afa pooling pooling
_________ a | N
192 128 204t 2048
27 128 PR v ] ]
N\ 3|
627—3\ " ’ 13 dense’| [dense
I 192 2 Max L] L]
Max 128 Max pooling 2048
pooling pooling

Problem: Very inefficient! Not

reusing shared features between

overlapping patCheS Farabet et al, “Learning Hierarchical Features for Scene Labeling,” TPAMI 2013
Pinheiro and Collobert, “Recurrent Convolutional Neural Networks for Scene Labeling”, ICML 2014
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Semantic Segmentation Idea: Convolution

Full image

Slides from Stanford CS231N: Object Detection and Image Segmentation



Semantic Segmentation Idea: Convolution

............ ::::::::§§§'nu_. 3
..-.....-.‘.’:- 5 X 3
4 2 192 192
o7 128
13
....-:.'.'::', 3’.' . ; -
....... - o R s o
27 T 3\
c | J— i
192 192
Max. 128 Max
pooling pooling

An intuitive idea: encode the entire image with conv net, and do semantic segmentation
on top.
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Semantic Segmentation Idea: Convolution

ar”

"". 192 102

.

27 N 3| \ B3

192 192

Max 128 Max
pooling pooling

An intuitive idea: encode the entire image with conv net, and do semantic segmentation
on top.

Problem: classification architectures often reduce feature spatial sizes to go deeper, but
semantic segmentation requires the output size to be the same as input size.
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Semantic Segmentation ldea: Fully Convolutional

Design network as a bunch of convolutional layers, with
downsampling and upsampling inside the network!

Med-res: Med-res:
D2 X H/4 x W/4 D2 X H/4 x W/4

|/r Low-res: (I/I/i
D, x H/4 x W/4
High-res: High-res: CxHXxW Predictions:
3XHxW D, x H/2 x W/2 D, x H/2 x W/2 Hx W

Long, Shelhamer, and Darrell, “Fully Convolutional Networks for Semantic Segmentation”, CVPR 2015
Noh et al, “Learning Deconvolution Network for Semantic Segmentation”, ICCV 2015
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Semantic Segmentation: Summary

N

- e
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This image is CCO public domain

Semantic Segmentation

Label each pixel in the
Image with a category
label

Don't differentiate
iInstances, only care about
pixels

Slides from Stanford CS231N: Object Detection and Image Segmentation



Increasing complexity of computer vision tasks

Instance
Segmentation

f—/

» Object

This image is CCO public domain
I B - ' e A . S

Slides from Stanford CS231N: Object Detection and Image Segmentation



Increasing complexity of computer vision tasks

Object
Detection

= ~_§ = -

P ._r. e

DOG, DOG, CAT

%

Multiple
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Object Detection: Single Object

(Classification + Localization

Slides from Stanford CS231N: Object Detection and Image Segmentation



Object Detection: Single Object

(Classification + Localization)

27

Max 128
pooling

This image is CCO public domain

Class Scores

Fully Cat: 0.9

Connected: Dog: 0.05

4096 to 1000 Car: 0.0

| — \
Vector: Fully
4096 Connected:
4096to4  BOX

Coordinates
(X, y, w, h)
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Object Detection: Single Object Correct label.

(Classification + Localization) Cat l
Class Scores
Fully Cat: 0.9 | Softmax
Connected: Dog: 0.05 Loss

4096 to 1000 Car: 0.01

.........
il N

192 192 128 Max

Fully

This image is CCO public domain Con nected :

4096 4006104  Box
Coordinates —» L2 Loss

(X, ¥, W, h) *

Vector:

Treat localization as a

regression problem! Correct box:
(X, y,w,h)
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What about multiple
objects? Would this idea
work ?

34
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Object Detection: Multiple Objects

CAT: (X,

DOG:
DOG:

CAT:

Y, W, h

(X’ y’ W’ h )
(X’ y’ W’ h )
(X’ y’ W’ h )

DUCK: (X, y, W,

DU

CK: (X, Y, w,

h)
h)



Object Detection: Multiple Objects

Slides from Stanford CS231N: Object Detection and Image Segmentation
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Each image needs a
different number of outputs!

CAT: (X, ¥, w, h 4 numbers

DOG: (X, y, w, h)
DOG: (X, y, w, h)
CAT: (X, Yy, w, h)

12 numbers

DUCK:
DUCK:

(X
(X,

Yy, W, h) Many
Y, W, N) numbers!



What it we tried to
detect a SINGLE object
in a PATCH?

4 | _a ; ¢ 3
¥ . : “-s\_\'
»
f —
! ! B
' .‘[ .;
= éﬁ-—- e &W
_— (oord
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Object Detection: Multiple Objects

Apply a CNN to many different crops of the

image, CNN classifies each crop as object
or background

i Q > ma % Tt \
7 R -' 3\ ::‘\::...'-- = ‘.-_.-:','-— I N 3 ) T ?
— o it 192 192 128 2048 \ / 2048 D O g .
c 27 e g ey B ]
o o -1\ P
S - --‘.....":._‘ 2y 3",,’ *, = A 3 . ..---. :’:-':‘2* Y a
o = 13 T 5= b 13 dense dense -

27 . ___...“ 3] R e

P 193 193 e max L] L B a Ck rO u n d P Y E S
'S"t-;id Max 128 Max pooling 2048 2048 .

Uof 4 pooling pooling
48
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Object Detection: Multiple Objects

Apply a CNN to many different crops of the

image, CNN classifies each crop as object
or background

e \ 0 T [ e \
1 e '.-..:-;. 3\ ::‘\::"_'__ = ‘-_:-:",_" I N 3 ) B
| L\ /e Dog? Y
; o7 128 SR ] ]
Yo 3 "‘-f‘..‘_’»,:: -4\ .
- P | s b= ‘ at?
o = 13 T 5= b 13 dense dense -

27 . ___...“ 3] R e

i 192 192 128 Max - L} BaCk rO u n d ? N O
'S"t-;id Max 128 Max pooling 2048 2048 .

Uof 4 pooling pooling
48
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Object Detection: Multiple Objects

Apply a CNN to many different crops of the

image, CNN classifies each crop as object
or background

N — N 3k N .
e EL M. I N c | S \ I?
e 7 192 128 2048 2048 D O Y E S
L 27 128 R e ] [ ] )
5 ’ 13 2
b =\ —i i Cat? NO

5| | - . 3 ] “‘“IBﬁ’ 13 dense dense
S O __”'_‘:-'..-‘.55 A PR =X
I e tem L Background? NO

; 2048 2048 "
224\l rig Max 128 Max pooling

Hof 4 pooling pooling
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Object Detection: Multiple Objects

Apply a CNN to many different crops of the
image, CNN classifies each crop as object
or background

E— it
N, L | N 3
B o 5 I ’O ? I\I‘ ’
2 o7 128 HoglCa g m
5 ! 3 A
X 137 3
). Cat?
a o EERR 3|} ¢ 3 A a
X . : 13 A 1 » -
- 57 3| ] 1 ense ense
:-...'.'.‘:;.55 3 ....... XT
X e ww kL Background? N
. 2048 2048 n
N\WStrid Max 128 Max pooling
Hof 4 pooling pooling
48

Q: What's the problem with this approach?
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Object Detection: Multiple Objects

Apply a CNN to many different crops of the
image, CNN classifies each crop as object
or background

: " e g 3....> >
s -7 192 128 2048 \/ 2048 D O N O
. n.id 57 128 By s .
g \ , .\.'_-__.:“. 13 13 ?
s A > » Cat n YES
1 27 3|\ 3
Henss ‘ o [ T ' ;
55 ¢ R
\ 192 192 128 Max o — a C rO u n
L - — o pooling 2098 2048 -
. po |
a8

o v"'ﬁ__:’

Problem: Need to apply CNN to huge
number of locations, scales, and aspect
ratios, very computationally expensive!
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What it we had a
SMART path proposer?’

43



Region Proposals: Selective Search

e Find "blobby” image regions that are likely to contain objects
e Relatively fast to run; e.g. Selective Search gives 2000 region
proposals in a few seconds on CPU

Alexe et al, “Measuring the objectness of image windows”, TPAMI 2012

Uijlings et al, “Selective Search for Object Recognition”, [JCV 2013

Cheng et al, “BING: Binarized normed gradients for objectness estimation at 300fps”, CVPR 2014
Zitnick and Dollar, “Edge boxes: Locating object proposals from edges”, ECCV 2014

Slides from Stanford CS231N: Object Detection and Image Segmentation



R-CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Input image

Slides from Stanford CS231N: Object Detection and Image Segmentation



R-CNN

Regions of Interest
(Rol) from a proposal

method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Slides from Stanford CS231N: Object Detection and Image Segmentation



R-CNN

L/ Warped image regions
LS (224x224 pixels)

Regions of Interest
(Rol) from a proposal

method (~2k)

p———

P

e
VS A

P

Girshick et al, “Rich feature hierarchies for accurate object detection and
| t . semantic segmentation”, CVPR 2014.
nput image Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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R-CNN

ConvN

ConvN
et

/

ConvN

et

Forward each region
through ConvNet
/ (ImageNet-pretranied)

L2 Warped image regions

(224x224 pixels)

===y Regions of Interest

(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.

In pUt Image Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Classify regions with

SVMs
ConvN Forward each region
ot through ConvNet

/ (ImageNet-pretranied)

L2 Warped image regions

(224x224 pixels)

===y Regions of Interest
(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
| . semantic segmentation”, CVPR 2014.
n pUt Image Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Predict “corrections” to the Rol: 4 numbers: (dx, dy, dw, dh)

R-CNN
-Bbox reg -SVMs Classify regions with

oo | [swes | S F .
- Forward each region

ConvN ) o \
ConvN ot through ConvNet

ot / (ImageNet-pretranied)

ConvN ‘
/ Warped image regions

(224x224 pixels)
=== Regions of Interest
———~=>—  (Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
| t . semantic segmentation”, CVPR 2014.
nput image Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Slides from Stanford CS231N: Object Detection and Image Segmentation



Isn't calling a CNN for
each patch super duper
slow?

51



Predict “corrections” to the Rol: 4 numbers: (dx, dy, dw, dh)

A
Bboxreg || SVMs | Classify regions with _ '
SVMs Problem: Very slow!
: Need to do ~2k

Y - ward each independent forward

ConvN passes for each image!
ConvN et

region through
/ ConvNet

L2 Warped image regions

(224x224 pixels)

===y Regions of Interest
= (Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
| ti semantic segmentation”, CVPR 2014.
nput image Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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"Slow” R-CNN

31

Predict “corrections” to the Rol: 4 numbers: (dx, dy, dw, dh)

Classity regions with - proplem: Very slow!

ConvN
et

ConvN
et

)

>VMs Need to do ~2k
independent forward

Forward each .
passes for each image!

region through
ConvNet Idea: Pass the

/f7 | | image through
Warped image regions

(224x224 pixels)
=== Regions of Interest oy feature instead!

==

convnet before
cropping! Crop the

(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and

semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Instead of running N
ConvNets, run just ONE!

54



Fast R-CNN

“Slow” R-CNN

SVMs

SVMs

SVMs t
f Conv

Conv Net

Net

Input image

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Fast R-CNN

“Slow” R-CNN

SVMs

SVMs

SVMs t

/ /”convS” features 1 Conv
t Conv Net
/ Run whole image Conv WES
(o '
Backbone through ConvNet
network: =
AlexNet, VGG,

ResNet, etc

Input image

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Fast R-CNN

. “SIOW” R—CNN
Regions of
SVMs
Interest (Rols) —
from a proposal SVMs L]
method ﬁ@/ /. i/’ ‘conv5” features 4 Conv
t Conv Net
‘“ ” / Run whole image Conv ek
Backbone through ConvNet
network: E—
AlexNet, VGG,
ResNet, etc :
Input Image

Input image

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Fast R-CNN

. “SIOW” R—CNN
Regions of
| (RO'S) SVMs
nterest e
L/ Crop + Resize features
from a proposal —— ’ SVMs L]
method /L f /M’convS” features 4 Conv
t Conv Net
/ Run whole image Conv Wk

“Backbone” through ConvNet
network: -
AlexNet, VGG,

ResNet, etc

Input image

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Fast R-CNN

Object Linear +
category softmax Box offset
Regions of Per-Region Network Slow”™ R-CNN
SVMs
Interest (Rols) f oy SVMs
from 3 proposal /7 /7 Crop + Resize features o
SVMs
method ﬁ@/ i conv5 features % Conv
Conv Net
y . / Run whole image Conv el
Backbone through ConvNet
network: *
AlexNet, VGG, 4
ResNet, etc &£ :
S Input iImage

e

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Input image
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Fast R-CNN

Object Linear +
category softmax Box offset
Regions of Per-Region Network Slow”™ R-CNN
SVMs
Interest (Rols) f oy SVMs
from 3 proposal /7 /7 Crop + Resize features o
SVMs
method ﬁ@/ i conv5 features % Conv
Conv Net
y . / Run whole image Conv el
Backbone through ConvNet
network: *
AlexNet, VGG, 4
ResNet, etc &£ :
S Input iImage

e

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Input image

Slides from Stanford CS231N: Object Detection and Image Segmentation



R-CNN vs Fast R-CNN

Test time (seconds)

B Excluding Region Propo...

Training time (Hours)

B Including Region propos...

R-CNN R-CNN

SPP-Net

SPP-Net

8.75 Problem;:
FastR-CNN 17 ., <+— Runtime dominated
by region proposals!

Fast R-CNN

0 25 50 75 100

0 15

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015
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Can we get rid of the
hacky region proposal
algorithm??

62



L earn region proposal in
an end to end manner!

63



FaStﬂ' R-CNN: T

Make CNN do proposals! i

Insert Region Proposal N 7N
Network (RPN) to predict x prOposals/
proposals from features

Region Proposal Network _
Otherwise same as Fast R-CNN: leature map W

Crop features for each proposal, -
classify each one

CNN

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 =T CARES o
Figure copyright 2015, Ross Girshick; reproduced with permission

Slides from Stanford CS231N: Object Detection and Image Segmentation



Faster R-CNN: 7

Make CNN do proposals! i

Jointly train with 4 losses:

1. RPN classify object / not object proposals/
2. RPN regress box coordinates ’
3. Final classification score (object Region Proposal Network /g
Final be Ay
4. Final box coordinates TaLrs thao
CNN
4 %
Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 =7 ESARES — o e

Figure copyright 2015, Ross Girshick; reproduced with permission

Slides from Stanford CS231N: Object Detection and Image Segmentation



Faster R-CNN:

Make CNN do proposals!

R-CNN Test-Time Speed

R-CNN

SPP-Net

Fast R-CNN .

Faster R-CNN| 0.2

0 15 30 45

Slides from Stanford CS231N: Object Detection and Image Segmentation



Instance Segmentation

Instance
Segmentation

=i~

DOG. CAT

%/—J

Multiple Object

Slides from Stanford CS231N: Object Detection and Image Segmentation



Object Detection:
Faster R-CNN

4 »
\ ’ ~=TIMmi ;_“ S8iaTallaleMaTal,
) ' LIV DUUITIUNN WA,
-

CEIressSion 10S
5 ’ —

proposals’/ ‘ /
Object ' /
Detection Region Proposal Network ", | |
Rk | feature map H

CNN
y /

DOG, DOG, CAT T .../:1 >

-

Slides from Stanford CS231N: Object Detection and Image Segmentation



Instance Segmentation:
Mask R-CNN

a0 | Add a small mask
propo&'/ network that operates
Instance

_ on each Rol and
Segmentation Region Proposal Ne

twork 8 l predicts a 28x28
H binary mask
feature map

CNN

DOG, DOG, CAT = =y

He et al, “Mask R-CNN”, ICCV 2017

Slides from Stanford CS231N: Object Detection and Image Segmentation



Mask R-CNN

Classification Scores: C
Box coordinates (per class). 4 * C

|

— —
Rol Align Conv Conv
250 x14 x14 256 x 14 x 14 Predict a mask for

each of C classes

C x28x28

He et al, “Mask R-CNN”, arXiv 2017

Slides from Stanford CS231N: Object Detection and Image Segmentation



Mask R-CNN: Example Mask Training Targets
f _

Slides from Stanford CS231N: Object Detection and Image Segmentation



Mask R-CNN: Example Mask Training Targets
‘ _

Slides from Stanford CS231N: Object Detection and Image Segmentation



Mask R-CNN: Example Mask Training Targets
| e T

Slides from Stanford CS231N: Object Detection and Image Segmentation



Mask R-CNN: Example Mask Training Targets
| e T

Slides from Stanford CS231N: Object Detection and Image Segmentation



Mask R-CNN: Very Good Results!

' person1.00

person1.00

motorcycle1.00 per §§rsog.o?ﬁ 00
persperageren. 09, P RS
3 = o O

u“ -

-

. ‘1
WA it iy - bome.gg’ |

Vv{‘ i\,‘ 'é“. |dining table:g6 f

e ——
e

bottle.99
£ _Dbottld.99

He et al, “Mask R-CNN”", ICCV 2017
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Mask R-CNN
Also does pose

Classification Scores: C
Box coordinates (per class). 4 * C

Also does pose

|

— —
Rol Align Conv Conv
250 x14 x14 256 x 14 x 14 Predict a mask for

each of C classes

C x28x28

He et al, “Mask R-CNN”, arXiv 2017
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Mask R-CNN
Also does pose

He et al, “Mask R-CNN”", ICCV 2017
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Is 2D Instance
segmentation enough for
robots?

No!
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Object Detection + Captioning

= Dense Captioning

people are in the background

light on the wall sign on the wall

man wearing a white shirt

man with
black hair
man sitting
on a table white laptop
on a table
man wearing man sitting
blue jeans on a table
woman
wearing a
blue jeans on s [k kit

the ground

chair is brown

man sitting on a bench
floor is brown

man wearing black shirt

Johnson, Karpathy, and Fei-Fei, “
Figure copyright IEEE, 2016. Reproduced for educational purposes.
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man wearing a black shirt
red shirt on a man Aelephant is standing

large green elephant is brown
trees |
roof of a
building

trunk of an s

elephant green trees
. , in the
Y | el P88 background
rocks on &
the ground 4& !
leg of an
Bl gl elephant
white A
ground is o= Ieg of an
visible : 2 elephant
. shadow on
‘il elephant is standing the ground

DenseCap: Fully Convolutional Localization Networks for Dense Captioning”, CVPR 2016



Dense Video Captioning

Input Video C3D Video features Proposal module Proposals Output Captions
N — I % """
©
©O | esesss
tstat = o
@ | 2y A lady joins the man
= (= and sings along to
© 2 the music.
: 3
}_ Q ......
-~ -~ - -
LSTM
....... lady joins
I ; 4
| I I
i i I
| | 1
------ e - ——— - ——— -

time

Ranjay Krishna et al., “Dense-Captioning Events in Videos”, ICCV 2017
Figure copyright IEEE, 2017. Reproduced with permission.
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A woman walks to the piano and

briefly talks to the the elderly man.

The woman starts singing along
with the pianist.

Another man starts dancing to the
music, gathering attention from the
crowd.

Eventually the elderly man finishes

» playing and hugs the woman, and
the crowd applaud.



Scene Graph Prediction

‘mountain

face - of

mountain — behind — horse
. g "/
:__ndmg

/'

wearing — hat

Inference

Proposals

wearing — shirt

Xu, Zhu, Choy, and Fei-Fei, “Scene Graph Generation by lterative Message Passing”, CVPR 2017
Figure copyright IEEE, 2018. Reproduced for educational purposes.
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3D Object Detection: Monocular Camera

Candidate sampling in 3D space

[“-’a-r" -
&= —

| q& N
¥ =
Y

projection‘

Scoring

Faster R-CNN

Proposals

)
— y
it (-

2 candidéte boxes
- Same idea as Faster RCNN, but proposals are in 3D
- 3D bounding box proposal, regress 3D box parameters + class score

Chen, Xiaozhi, Kaustav Kundu, Ziyu Zhang, Huimin Ma, Sanja Fidler, and Raquel
Urtasun. "Monocular 3d object detection for autonomous driving." CVPR 2016.
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Classification

GRASS,

Semantic
Segmentation

DOG, DOG, CAT DOG, DOG, CAT

Increasing complexity of computer vision tasks

Object Instance
Detection Segmentation

T—

\ 0 \JREE,SKY  , Y,
Y Y . .
No spatial extent No objects, just pixels Multiple Object Thi vage = CCO et doaic

Slides from Stanforc CS231N: Object Deatection and Image Segmentation

Region Proposals: Selective Search

e Find “blobby” image regions that are likely to contain objects
e Relatively fast to run; e.g. Selective Search gives 2000 region
proposals in a few seconds on CPU

Mowe of 3 "Ueanurirg P aboctrass of image wirdews”, TRRMI 2017

Jilinga et al, "Celective Search kir Chjact Recogeitos”, OV 2010

WIENg Ol &, BNG BINIZC NAMEC ORCHMS O CORCTESS (SHTAN0Y M JUDS , U/FN A4
Zinick asd Dolae. "Edpe baves: Lecating chjac! propesals fom adpes”. ECOV 2004
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Mask R-CNN

Classification Scores: C
Box coordinates (per class): 4 * C

pe
g .
// R f >
/ - //// ]
Rol Align ’:" ~ Conv " Conv
256x14x14 206x14x14 Predict a mask for

each of C classes

Cx28x28

He ot 5l, "Mask R-CNN" arXiv 2017
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