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HISTORICAL PC

Early PC architecture was
focused on video graphics

A video graphics accelerator
card was used to assist the
software with image rendering
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INTEL/AMD CPU WITH GPU
GPUs were introduced to support 
more powerful styles of computer
gaming as that market emerged

They were designed “like” CPUs
but with a primary focus on SIMD
compute: single instruction, but many
data items at a time.  The instructions
were picked to accelerate video games
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GPU EVOLUTION
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Even with early GPUs, the main tasks were graphics and 
animation.  But then NVIDIA made a hugely successful bet.

During 2000-2015, successive generations of NVIDIA GPUs 
were introduced, and the coverage spread to include parallel 
computing (HPC) in addition to gaming, and then AI.

GPUs for machine learning became critical as ML took off



WITH ML TRAINING, DEMAND FOR GPUS 
SKYROCKETED!
Today we have NUMA host computers 
with 100 cores that can also support
8 or more GPUs per host.

  Each host has a special memory bus dedicated to the GPUs

  Each “server” can be networked to others in the same rack.

  Effect is to offer a massive NUMA GPU compute framework
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HOW SHOULD WE THINK OF GPUS?

They are a bit like computer-operated calculators!

Like with a calculator, you need to download your data, but can 
store it in the memory of the device.

Then there are fancy “buttons” you can press to request 
computations of various kinds
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CUDA PROGRAMMING LANGUAGE

GPUs are programmed with CUDA.  Based on C, but with some 
features that feel more like assembler language and even 
microcoding.

The idea is to design instructions that operate in a maximally 
parallel way on vectors of data.

CUDA automates some aspects but algorithms must be designed by 
hand for “flexible” parallelism (because GPUs have varying power)
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THE BASIC IDEA MIMICS THE SIMD 
COMPUTING WE DISCUSSED IN LECTURE 7
A GPU operates on a very wide vector, much more than a host computer can 
compute on in a single cycle.
  Data must be a multiple of the GPU cache-line size.  Most GPUs have a
    64-byte cache-line, although some double this to 128.
  But there are multiple connections to memory.  So whereas a
    host computer is limited to one cache-line per CPU at a time, a GPU can
    have a single instruction that runs on many cache lines in one action.
  The same instruction will be performed on every element in a single   
    clock-cycle.  The instruction itself is just like a normal CPU instruction
  We end up with a vector of results, like with MMX, but “wider”
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HOW DO GPUS DIFFER FROM MMX?

With host parallelism from the SIMD instructions (MMX), the size of 
the vector is 64 bytes.  So one instruction is limited to 64 bytes

But a GPU instruction can operate on as many as 72 cache lines (12 
per memory “stack,” but a high end GPU like NVIDIA’s H100 has 6 
memory stacks), and each cache line is 512 bits wide

For example, this could be 1502 32-bit floats
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BUT GPUS ARE VERY HOT DEVICES

Recall our “toaster” analogy:
  Active circuitry of any kind on a chip is a bit like your toaster
    when you are toasting a bagel.
  Heat is radiated – and GPUs have a lot of active circuitry!

 We talked about how the clock rate determines the heat: in
 effect, the energy radiated runs as O(R2) in the rate R.  The 
 intuition is that a chip is a 2D surface covered with wires.
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SO A GPU…

Uses a very slow clock cycle, but can do a lot of work in a single 
instruction

A typical GPU clock rate might be 1GHz, whereas a typical 
cloud-quality CPU has a clock rate more like 3GHz or 4GHz

Moreover, host CPUs do fancy data and instruction fetch 
reordering, which GPUs don’t support.
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HOST VERSUS GPU

We always use host code to perform file access

It would be unreasonably slow for a GPU to deal with the file 
system data structure, system calls, asynchronous I/O with block 
by block interrupts, etc.

Mostly, the host does network I/O too.
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HOST VERSUS GPU

Each host core will be at least 3x or 4x faster per core for “straight line” 
logic that doesn’t use vector instructions.  With host prefetch, caching and 
branch/value prediction, each core may be 10x faster.  And we may have 
100 cores, all doing different things.

So the host could be 1000x faster for tasks we would code in C++.

A GPU has very few control threads but will be dramatically faster for very 
wide vector instructions where it can “show its stuff” to the maximum.
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HOST VERSUS GPU

We also need to transfer data into and out of a GPU, bringing 
data transfer overheads.

Those costs won’t matter for big objects and long mathematically 
intense tasks.  The overheads can seem huge for tiny tasks.  So 
we only use GPUs for big computations, not small ones.
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CAN A GPU DO “IF” STATEMENTS?

Definitely!  But not element by element during vector computing

Sometimes there are clever ways to transform an element by 
element if statement into some form of parallel vector math 
operation… cuda uses these ideas

But in general element by element logic just isn’t parallelizable
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INSTEAD, ML USE OF GPUS CENTERS ON GEMM 

GEMM stands for Generalized Matrix Multiplication

                     C = αAB + βB

  A and B are input matrices, while α and β are scalar weights

  Much of the heavy lifting in modern ML can be expressed in
  terms of GEMM computations.  Thus while GPUs can do many
  things, the “arms race” has centered on GEMM.
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IN FACT MOST ML IS GEMM MATHEMATICS 
CONTROLLED BY HOST LOGIC 
We code in PyTorch, Tensor Flow, C++, etc

But the ML algorithm is very high level

Any heavy lifting is done by calling a wrapper that turns around 
and transfers data to the GPU, then “presses the run button”.
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AGGREGATION CAN HELP A LOT

Many ML operations involve an input vector and GEMM 
computations.

We can glue lots of input vectors for different input requests 
together to create an input matrix, compute on the batch, then 
split out the separate results for each input request.

This will scale far better than doing n vector-matrix operations.
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GPUS HAVE HUGE MEMORY BANDWIDTHS

GPUs have incredible memory bandwidth, much more than the 
host computer.  Yet they are bottlenecked by memory access!

Part of the issue is that the form of many-way memory used for 
this is inherently very expensive

As a result, GPUs are surprisingly NUMA in design: memory 
speeds vary greatly for different GPU tasks.
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GPU NUMA EFFECTS

A GPU can typically directly access a small amount of “on chip” 
memory.  This is used for a GPU memory cache

It can then access local memory on the same “circuit board”, but 
the amount is limited, typically a few GB

And it can access extension memory off the board but in the 
same GPU unit.  Each “step” is slower.
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EXAMPLE: NVIDIA H100

This unit is cutting edge… it has a maximum of 80GB memory

But NVIDA offers a special device called an NVLINK that allows 
us to put 8 H100 units on a single host.  All the GPUs can access 
memory from one-another (but at a higher delay!)

So one host could have 8 GPUs and as much as 640GB GPU 
memory
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H100 CAN ALSO ACCESS HOST MEMORY

Host memory is very slow from the GPU’s perspective: data literally 
has to be copied into the GPU cache in order for GPU instructions to 
work on it

Yet host memory it is incredibly cheap compared to GPU memory 

It is common for an H100 to directly access host memory – and on a 
cloud server, 900GB memory is not unusual.
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RDMA CARRIES THIS EVEN FURTHER

In upcoming lectures we will discuss RDMA networking

One option permits a GPU on host A to read or write memory 
from the GPU on host B.

The delays are huge compared to local memory, but the transfer 
rates can be insanely high, so the feature is widely used
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NVIDIA NCCL LIBRARY

This becomes so complex that the GPU vendor typically has to create 
all the needed software.

For example NVIDIA (today’s GPU leader) offers a collective 
communications library called NVIDIA CCL: NCCL.  

The AllReduce primitive in NCCL is probably the most important 
distributed computing tool in modern ML.
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GPUS CAN HAVE MULTIPLE THREADS, TOO

Somewhat confusingly, they use the term thread for something 
else, but they do have a form of lightweight thread just like C++

However, unlike a 100-core NUMA CPU that can run 100 side 
by side parallel threads flat out and doing different things, a 
GPU allows just a very small number of true threads, like 4 or 8
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THESE ARE CALLED MINIGPUS (MIGS) OR SLICES

With so much compute power, sometimes we want to run more 
than one task concurrently on a single shared GPU

For this, NVIDIA offers a way to subdivide a GPU into 2 
partitions each with half the CPUs, or we can subdivide further  
into fourths or eighths.  MIGs.

Each has a single control thread (in the CPU sense of the term) 
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THIS CREATES AN INTERESTING SCHEDULING 
CHALLENGE!  ALICIA HAS STUDIED IT
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PreFLMR Pipeline



DIFFERENT COMPONENTS OF PREFLMR NEED 
DIFFERENT AMOUNTS OF GPU MEMORY
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RUN EVERYTHING ON ONE SERVER OR SPLIT 
ACROSS MULTIPLE SERVERS?
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Monolithic:
every node
runs all four
components

Microservices:
Nodes 0,1,2 only run B
Node 3 runs A, C and D



RUN EVERYTHING ON ONE SERVER OR SPLIT 
ACROSS MULTIPLE SERVERS?
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The Microservice deployment
is already at work on queries
16-18 when the Monolithic one
is still finishing up queries 5-8

This illustrates that with MIGs and smart
scheduling, we can often
squeeze much more work from a
single platform!



THE STORY ISN’T JUST CENTERED ON GPUS

Programming environments for ML matter a lot too, and really 
automate placing tasks onto GPU for the user

We saw that RDMA network acceleration is valuable (we have 
two lectures coming soon on that topic)

The memory used to hold ML models has become a focus
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PYTORCH AND TENSOR FLOW

These specialized packages for Python emerged as the 
preferred options for coding ML algorithms.

Tensor Flow has the larger market share if we consider all forms 
of GPU compute, but the two are pretty much tied for ML 
applications.

A diverse set of other languages and packages are also used
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BANDWIDTH LIMITED?

Early push towards GPUs focused primarily on arithmetic 
intensity of ML: the need to do vast numbers of floating point 
operations (flops).

But as ML models soared in size the balance shifted towards 
memory:  with models that can have hundreds of billions of 
parameters, a single GPU could no longer hold the whole model
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THIS LED TO NEW ALGORITHMS

Modern implementations of GEMM use the AllReduce pattern to 
perform work on multiple GPUs in parallel.

The library breaks the huge tensors into blocks and performs 
block by block parallel compute, but then needs to exchange 
and combine intermediary results

But there is debate about the bottleneck…
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DEVELOPERS MOSTLY DON’T SEE THIS IN 
ANY DIRECT WAY
ML developers work with higher level ML packages that can be used 
like subroutines, from libraries

The package developers express ML compute in terms of APIs focused 
on the primary operations seen in DNNs, and these are then mapped 
to CUDA implementations of GEMM

Just the same, if GEMM is slow the resulting systems can be inefficient
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RACHEE SINGH WORKS ON NETWORKING

CORNELL CS4414/5416 - FALL 2025 37



REMINDER: THE HOST IS THE DIRECTOR.

The GPUs are workers but the host is in charge.

Rachee looked at scaled out cases that require work on multiple 
GPUs, perhaps even spread over multiple hosts.

The AllReduce CCL pattern is dominant for such computations.
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Straggler delay = waiting

tstraggler tAR trest 

AllReduce

AllReduce

AllReduce

AllReduce

• AllReduce ends with each worker collecting data from all the others and then reducing (aggregating)
• We think of this as a synchronous computation limited in part by network speed.  Rachee found that 

late results (here, from GPU 0) often are a far bigger problem!

In a 4 GPU server, straggler is 
late by 10 milliseconds

STRAGGLER GPUS IN BULK-SYNCHRONOUS ML PIPELINES



• Let’s use realistic configs:
• Batch size = sequences per GPU
• Sequence length = 2048
• 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 8192
• Tensor parallel size 𝑝𝑝 = 8
• FP16 (2 bytes per element)

• Buffer size per GPU
• 𝐵𝐵 × 𝑆𝑆 × 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/𝑝𝑝 × 2 bytes = 8 × 2048 × 8192/8 × 2 = 268,435,456 bytes ≈ 256 MB

•  Each GPU’s AllGather or ReduceScatter buffer is about 256 MB

• A Blackwell GPU in NVL72 has 18 links → ≈900 GB/s one-way aggregate per GPU.
• All 18 links aggregated (≈900 GB/s one-way):

𝑡𝑡 =
256 × 106

900 × 109
≈ 2.84 × 10−4 s = 𝟐𝟐𝟐𝟐𝟐𝟐 𝛍𝛍𝛍𝛍

How bad is this for ML workloads?

Less than a millisecond to move the bits and potential delays 
of 10s of milliseconds in synchronization?



Synchronization, Not Bandwidth, Bottlenecks ML Scale-Up Domains 
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IMPLICATIONS OF RACHEE’S STUDY?

For 25 years GPU compute has focused on a form of synchronous 
parallel computing on a single GPU

The move to distributed compute using AllReduce is much more 
asynchronous and GPUs behave less predictably

A consequence is that we will see more and more focus  on 
asynchronous parallelism in algorithms, but also in new memory 
architectures for individual GPUs
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BUT EVEN SO…

Rachee’s work points to opportunities at the CUDA and GEMM 
kernel levels, and the network

But the industry is hoping for an end run: breaking the 80GB 
limit on GPU memory size

The issue is physical memory location and density

CORNELL CS4414/5416 - FALL 2025 43



3D MEMORY FOR GPUS

Called High Bandwidth DRAM, or

Involves stacking memory modules (and often, requires using 
liquid cooling because the modules would melt otherwise)

Very likely to be the next big boom in hardware for ML
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THIS IS MAKING ML EVER MORE POWER 
INTENSIVE AND EXPENSIVE!
In fact the technology is splitting into ML applications on the one 
hand, which are a bit less demanding, and the race for AGI, which is 
advancing ever faster.

Metrics like “tokens/month” are becoming a common way to 
compare the market share of different AI players

AGI is of debatable value (some people think it could end humanity, 
at last as we’ve known it).  Today it still seems to be out of reach.
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TECHNOLOGY LEADERS ARE WORRIED!
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COULD SOME ML TASKS MOVE TO HOST 
COMPUTE?
Now that hosts have 100 cores and large DRAM memories, 
there is growing interest in taking a new look at ML to see if 
some tasks can be shifted to host compute

For example, in ZenFlow (a Berkeley project), LLM inference is 
split so that some occurs asynchronously on the host while only 
the arithmetically intense work runs on GPU, yielding big wins
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WHAT ABOUT FPGA OR ASICS?

FPGA and ASICs are ways to compile a specific function into a 
dedicated chip.  Only the logic used for that function is present

FPGAs are reprogrammable, so they fit well in cloud computing settings. 
An ASIC is for a specific circuit but are often faster and cheaper.

These can yield a simple pass to higher performance at less cost and 
less energy expense, but not for identical tasks – on GEMM tasks, GPUs 
will remain the leaders for at least this “tech cycle”
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COULD PURE OPTICAL COMPUTING BE AN 
“END-RUN” WINNER?
There has been a lot of talk about moving to purely optical GEMM 
computing, at least in the future
 Photonic circuits can be created in silicon, just like electronics
 Advantage isn’t speed: speed of light and speed of electrons
   in a fast conductor like copper are actually pretty similar.
 But photonic computers dissipate less heat, possibly enabling
   much higher clock rates – if photonic memories can be created
 Storage based on “magneto-photonics” are showing promise
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COULD QUANTUM COMPUTERS HELP?

Quantum computers are very fast for a particular task, which 
centers on intersections of quantum probability distributions

Some people believe this will eventually turn out to be the 
answer for scaling ML to the next level, but others are skeptics

Beware science fiction portrayed as news stories or 
breakthroughs…
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SUMMARY

Modern ML reduces to GEMM computing.  GPUs (and TPUs) are 
optimized for this task, and RDMA helps a lot too.

But the massive size of ML models has become a limiting factor

It is causing GPUs to evolve into NUMA computers, DRAM to 
evolve into 3D stacked DRAM, networks into RDMA… and is 
rapidly transforming the computing landscape.
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SELF-TEST

Assume you’ve been hired by an insurance company that is exploring 
the value of AIs in their insurance web sites.

Are there any computing tasks that GPUs can solve but that cannot 
be solved (even with much longer running) on a normal CPU?

In light of your answer, how would you present the business case for 
and against acquiring access to (or purchasing) some GPUs?  

CORNELL CS4414/5416 - FALL 2025 55



SELF-TEST

We learned about SIMD instructions for host compute in lecture 
7 and now we’ve learned that GPUs mostly are the same, but
  They have much larger “local memory” than a NUMA core
  They have a lot more cores (“threads”) than a normal host

If you could buy a normal host with a lot of cores (like 100, or 
500) and with a larger cache-line size like 256 bytes, would that 
begin to compete with an expensive attached GPU unit?
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SELF-TEST

Read about Intel’s new AMX features (advanced matrix 
extensions).  Beyond the Wikipedia link be sure to read articles 
in the press about this feature.

In your job for the insurance company, would you recommend 
trying these features before acquiring an expensive new 
compute cluster with NVIDIA’s cutting edge GPUs?  Why or why 
not?  Try not to be “shallow” in your analysis!
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