
Clustering 
K-means and GMM

Clustering

Automatically group data points into clusters

Lloyd’s Algorithm K-means Convergence

• Step (b) reduces above objective w.r.t choice of 
cluster assignments 

• Step (a) reduces above objective w.r.t. choice of 
cluster centers the μ’s 

• Hence each step decreases objective (or at least 
doesnt increase)



How to choose K (no. of clusters)
• Elbow method:  

• plot Objective versus K, typically it monotonically decreases.  

• Pick point where there is a kink 

• Intuition: look at rate of change 

• Add to objective penalty (+ pen(K)) and minimize, pen increases with K   

• intuition we prefer smaller number of clusters 

•  Use prior knowledge to pick pen(K) 

• (AIC, BIC etc can been seen to be specific cases)

Weldon’s Crab dataset

• 23 attributes, 1000 
measurements 

• All but one attribute were 
fit well by normal 
distribution 

• One of them looked like…

Discovered that there were two species of crabs
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Mixture of Gaussian Algorithm


