
 

AILMENTS NI OPTIONAL EXTRA CREDIT

1 P8 released 0504 late due 0506 lastday of
classes

1 Extra credit Kaggle HW8 tobe released

T.EEeiiismondaslouns
Possible nextstepsto 3780

2 Want to TA for 37805780 nextsemester
apply soon
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Fully connected NN FCN

1123
hiddens

input

g
oontntne.mn

how many line did I draw 12lines OR 12weights

at gW 1 ble all 1 Ek
will 11243 Rakin

Inlinearity bill 114 Aditya



Same model different modality

let's start simple justgrayscale
We want touse FCN
to classify Berry

Dom Say

32 blwort 11 0.60.7

Varija says 3232 1024pixels
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Beyondscalability towards inductive bias

Train data eye

IT

TestSample Test sample

There mightbe more tolife than a single pixel

Goal we need some architecture that is more tuned to
image data

induitive bias



PRESERVING SPATIAL STRUCTURE
Pixelbypixel BAD

Idea look at patches

More specifically plop thefilter compute dotprodut slide

Ffgp
32 Think filter detects the edge neckofllama

ROB

FF hit affI iii
with.tt



More than one filter why not

We can use more than onefilter if we want

Weights wont filters visualfeatures

IT FILEI Yaul allof these toform a
1T reduced volume

Wont Wont

Q If we Convolve a 3232 3 image using 5 5 3 filter
what would bethe widthheight of the output

Assume movement by one pixel every time

Aditya 2878 1

input ing 5 5 3 con w 5 5 3 filter 1 1
5 6 3 11 1 2

11 5 7 3 1 3

5 32 3 1 325 1
1 28

Final output would be 2828



Convolution neural net Conv Relu

W2Wx Wsx

Fifteen.FI anlIt
N

imy convtrela N FCN small astheoutput neuron

How do you train conv nets backprop SGD w momentum
w RMSProp



The shrinkage problem

one convolution layer shrinks the output width

32 32 3 2424
inputing featuremap

activationmap

f

FIELDLtdated
equally

flI I
there is a configuration smh that
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Translational equivariance

Conv gives you transl Equivariance if padding is right

translate convling conv translated ing

translated ing but featuredetected



Receptivefields em padding

DEIIEI.tt 1
Early lasympteen wrapfayx

Need 4 convolution layers to observe a pixel that
see's encodes the whole image

if we wereto use 7024 1024 imgs we would need501more
conv layers to observe asingle pixelthat

sees thewhole ing



1 SEE
Jump don'tmove one pixel at a time move 2 3 more

simple idea move in strides oftwo say
this increases thereceptive area faster



2

PT Tmila
to convolution but not convolution

maxhi

jfiff
simply take the maximum value in mygrid

Poolinglayer DOEST haveanyweights

img contrela N Pool M FCN

Avg pooling blurredeffect smooths outoutliers
Max pooling would ensure sensitivity to minor shifts
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