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Abstract

Wirelessnetworksin home, officeandsensorapplicationsconsistof nodeswith lowmobility. Mostof thesenetworks

haveat leasta few powerfulmachinesadditionally connectedby a wireline network. Topology informationof the

wirelessnetworkat thesepowerfulnodescanbeusedto control transmissionpower, avoidcongestion,computerouting

tables,discoverresources,andto gatherdata. In thispaperweproposeanalgorithmfor topologydiscoveryin wireless

networkswith slow moving nodesandpresentvariousperformancecharacteristicsof this algorithm. Theproposed

algorithm discovers all links and nodesin a stablewirelessnetworkand hasan excellentmessage complexity: the

algorithmhasan optimalmessage complexity in a stablenetworkandtheoverheaddegradesslowlywith increasing

mobility of thenodes.

Keywords: topology discovery, wirelessnetworks,distributedsystems,homenetworks,sensornetworks.

1. Intr oduction

Wirelessnetworksarebecomingincreasinglypopular. In particular, wirelesslocal areanetworksaregainingpop-

ularity in both office andhomesettings. Wirelessnetworks are favoredover wireline networks for many reasons.

For example,they are easierto install in existing buildings and they also give the userscompletemobility. As a

consequenceweexpectthatin thefuture,they will beevenmorewidespread.�
Work donewhile at AT&T Labs– Research.Supportedin partby DARPA/AFRL-IFGA grantF30602-99-1-0532andin part by NSF-CISE

grant9703470,with additionalsupportfrom theAFRL-IFGA InformationAssuranceInstitute,from MicrosoftResearchandfrom theIntel Corpo-

ration.
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Oneapproachto wirelesscommunicationis via theuseof basestations.In this approachall nodesin thenetwork

communicatedirectly with the basestation,which redirectsthe traffic to the destinationnode. However, thereare

severaldisadvantagesto thisapproach.For example,in certainapplicationstheremightbeno suchpreexisting infras-

tructureavailable.Also, in many otherapplications,e.g.,homeandofficeor sensorapplications,thedevicesmightbe

batteryoperated,andthelimited powerconsumptionthereforepreventslong rangecommunication.

Ad hocnetworking,on theotherhand,avoidsthedisadvantagesmentionedaboveby allowing all nodesto commu-

nicatedirectly which eachother. Unfortunately, this approachrequirespartial informationof thenetwork to bestored

at thewirelessnodes,whichmight notbepowerful enoughto handlethis. In ourwork we thereforetakeadvantageof

thefact thatin mostwirelessnetworksthereis at leastonenodewhich is powerful enoughto storeinformationwhen

required.We call this kind of network a hybridwirelessnetworkanddescribeit in detail in Section2.

Many of the applicationsfor thesenetworksrely on theunderlyingtopologyinformation. For example,manage-

mentof a sensornetwork or a relief operationrequirestheknowledgeof connectivity of thenodes.Themonitoring

entity needsto learnof any areasin thenetwork thataretoo denseor too sparse,or of altogetherdisconnectednodes.

This knowledgecanhelp the monitor make betteruseof resourcesin the system. Otherapplicationsfor topology

discovery arepower management,routing in adhocnetworks,network visualization,andresourcediscovery, just to

namea few.

In this paperwe proposeandevaluatea topologydiscovery protocol. Our designdecisionswereguidedby our

targetdomain:wirelesshomeandoffice networks. Theproposedprotocolrunsin �����
	 time in a “stable” network

(seeSection2.3for adefinitionof stable)with � wirelessnodes,andworstcasein �������
�	 whenthenetwork is no

longerstable,e.g.,dueto mobility. The term � denotestheaveragedegreeof a node. As a partof our protocolwe

alsopresenta methodfor building a meshspanningthenetwork. This meshcanbeusedin any applicationto gather

datalocatedacrossthenetwork andis not limited to topologydiscovery.

In whatfollows,we first describeour systemandfailuremodelin Section2. In Section3, we thenformally define

the topologydiscovery problemthatwe solve in this paper. Section4 goeson to describingthe proposedtopology

discoveryprotocol,andin Section5 we discusssomepropertiesof theprotocol.Section6 describesourperformance

measurements,andin Section7 we describethe relatedwork. We concludein Section8. A list of symbolscanbe

foundin Table3 (at theendof thepaper).

2. SystemAr chitecture and Model

We believe that future homeandsmall office networkswill have the following characteristics.The network will

mostlikely consistof a wireline anda wirelessnetwork. Thewireline network will at leastbeneededto connectto a

broadbandmodem(e.g.,a cableor DSL modem).In somehomesthewireline network might berestrictedto connect

thebroadbandmodemto a homeserverwhich in turnprovidesservicesto wirelessnodes.Theseserviceswould most

likely includewirelessbasestationfunctionality, routing,andDHCPservice.In new homesthewirelinenetwork will

mostlikely connectmoredevices.It would makesenseto connectat leastall desktopsto thewireline network. Some

desktopsmighthaveadditionalaccessto thewirelessnetwork andprovideservicesto theotherwirelessnodes.Mobile

devices,suchaslaptopsandPDAs, will usethewirelessnetwork to communicatewith eachotherandtheInternet.
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We expect that only a few nodeswill move at any given point in time and that the speedof movementis very

limited. Theaveragespeedof a moving nodeis expectedto belimited by walking speed,which is about1 m/s.

Abstractly, we definethe architectureasfollows (seeFigure1). Thesystemconsistsof ��� nodes.Of these���
nodes,������� nodesareonly connectedto thewirelinenetwork andwedenotethesewirelinenodesby ��� , ..., ����� .
Thereare ����� � nodesthatareonly connectedto thewirelessnetwork andwe denotethesemobilenodesby !"� ,
..., ! ��# . Theremaining��$&%(')� ��* � ��* � � �,+ nodesareconnectedto thewirelineandwirelessnetworks.We

denotethesegatewaynodesby - � , ... - �/. . In whatfollows,we wantto referto all nodesconnectedto thewireless

network, i.e., all mobileandgateway nodes.We denotethese�0%1'2� �43 ��$ wirelessnodesnodesby 5 � %1'2! � ,
..., 5 ��# %1'6! ��# , 5 �/#87�� %('9- � , ..., 5 � %1'9- �/. . The numberof wireline, mobile,andgateway nodesmight

changeduringthe lifetime of a system.Sincetheexecutiontime of a topologydiscovery protocolis relatively short,

we canassumethat � � , � � , and ��$ areconstantduringthatperiod.

wireless link

wireline network

G1

C=coordinatorGW=gatewayW=wireless node

M1

M3
M2 M4

M5

G2 G3

B1 B2

...

Figure 1. A system consists of wireline nodes ( :<; ), mobile nodes ( !=; ), and gateway nodes ( -�; ).
Mobile and gateway nodes are called wireless nodes.

2.1. Communication System

Wirelesstransmissionshavemuchhigherbit errorratesthanwireline transmissions.Currenttransportprotocols,in

particular, TCP/IP, aredesignedfor wireline networks.They do not performwell if thefrequency of droppedpackets

is too high. Hence,wirelesstechnologieslike 802.11useMAC layer acknowledgementsto detectand retransmit

droppedpackets.This permitsasenderto detectif thetransmissionof a messagehasfailed.

Thegatewaynodesprovideroutingfunctionalityfor all wirelessnodes.A gatewaynodemightoperateasawireless

basestationor it might be a memberof a wirelessad hocnetwork. In eithercase,it providesroutingcapabilityfor

otherwirelessnodesin its neighborhood.Logically, thetopologydiscovery protocolhasto be independentfrom the

network layer (i.e., routing layer) sincethe routing tablesmight be computedusing the topology provided by the

topologydiscovery protocol. Hence,a nodeis restrictedby only beingableto sendmessagesto its neighbors,i.e.,

messagessentby theprotocolarenot routed.

Weabstractawaythedetailsof theMAC andnetwork layerandassumethefollowing communicationmodel.Each
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wirelessnodecansendlocal unicastmessages.By local we meanthat the messageis not routedvia intermediate

nodes.We assumethat all messagesareuniquein the sensethat given a message> onecandeterminethe sender?�@ :<A @�B �C>D	 , thedestinationA @E?GF �C>D	 , thesendtime H/I���>J	 , thereceive time K�I���>J	 , andtheacknowledgementtimeLNMPO �C>D	 . The receive time K�I��C>D	 is the time at which message> is received. It is undefined,i.e., K�I��C>D	RQ , if

themessageis neverreceived.If themessageis notdelivered,acknowledged,or theacknowledgementis receivedtoo

late, then
L�MPO ��>J	 is undefined,i.e.,

L�MPO �C>D	�Q . To simplify matters,we assumethat all timesaredefinedwith

respectto real-time.

CurrentMAC layersdo not provide a robust local broadcastmechanism.Nevertheless,we assume(andshow in

Section4.2.3how to implement)sucha mechanism.Any practicalimplementationwill useunreliablebroadcasts

providedby the MAC layer to implementsucha robustbroadcastmechanism.We assumethat all neighborsof the

senderof : will receive the robust broadcast,i.e., if a nodedoesnot receive : , it is not a neighborof ?�@ :<A @�B �C:S	 .LNMPO �C:S	 is thereceive time-stampof the(first) acknowledgementreceivedfor : .
We assumethat links arelikely to bebidirectional,i.e., if 5 ; canreceive messagesfrom 5DT then 5JT canreceive

messagesfrom 5 ; . This is a valid assumptionbecauseunderlyingwirelessprotocols,e.g.,the 802.11MAC layer,

requirelinks to bebidirectionaltoo.

2.2. Failur eModel

A nodecanschedulecertaintasksto be executedat a certainpoint in time. Typically, sucha tasksendsoneor

moremessages.To simplify our model,we assumethata nodedoesnot suffer performancefailures:a non-crashed

nodewill executeall its tasksat their scheduledtimesandthattheprocessingtimesarenegligible. Practically, this is

just anaccountingtrick anddoesnot meanthatwe have a synchronoussystemmodel.We achieve this by addingthe

schedulingandprocessingdelaysto thetransmissiondelayof themessages(seeFigure2).

A nodehascrashfailuresemantics,i.e.,a nodecanonly fail by prematurelystoppingtheexecutionof its program.

D

A

delay
processingscheduling

delay σ π

σ=π=0

Wi

Wi

real-execution

td(m)=D-C
B C

Wj

m

m

A

td(m)=D-A

model

Figure 2. In our model we add the scheduling and processing delays to the transmission delay

of messa ges.

We assumethat if a message> from node 5 ; is deliveredto node 5JT , then 5 ; hasindeedsent > to 5JT . This

impliesthata corruptedmessageis neverdeliveredandhence,it is neveracknowledged.If anacknowledgementof a
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message> is not deliveredwithin a predefinedtime-outdelay U , we saythat thetransmissionof > hasfailed. Note

thatevenif > is receivedby A @V?GF ��>J	 but theacknowledgementof > is not receivedby ?G@ :<A @�B ��>J	 within U , wesay

that > failed.

2.3. Stability Properties

We denotethe link from wirelessnodes5 ; to 5DT by W ;�X T : W ;CX T is the link that 5 ; usesto sendmessagesto 5DT .
We saythata link W ;CX T is stablein a time interval Y if 1) thereexistsat leastonemessagethatis sentbetween5 ; and

5DT in Y , and2) all messagessentbetween5 ; and 5DT in Y aredeliveredandacknowledgedin time. Predicatestable

is symmetricin thesensethatif WZ;CX T is stablein Y , then W T X ; is alsostablein Y . By requiringthatat leastonemessage

is sentvia a stablelink, we ensurethata brokenlink cannotbecalledstableduringperiodsin which no messagesare

exchanged.Formally, wecanexpresspredicate?GF\[^]`_a@ asfollows:
bdcfehgdikjElCmonqp rVsutwv�x y
z|{w}~{ b�������nfs���rG�Es {h� ���G��nus\��rG���Jb�xE����l } v���t���b�j`���hj � l } v�y|b����hj�bdc�l } v�y �
z�� }~{ b�������nfs���rG�Es {h� ���G��nus\��rG���Jb�xE����l } v���t���b�j`���hj � l } v�y|b����hj�bdc�l } v�y �R������� l } v��

We saythata link W ;�X T is disconnectedin aninterval Y if 1), thereexistsat leastonemessagethat is sentbetween5 ;
and 5DT in Y and2), no messagesentbetween5 ; and 5JT in Y is delivered. We definepredicateA � ?G¡�¢ :�: @�¡�F\@ A as

follows:
�E£ab�¤d¥����¦j`¤�cuj`�^lCm nqp r sutwv�x y
z|{w}~{ b������ n s�� r �Es {h� ���G� n s\� r ���Jb�xE����l } v���t���b�j`���hj � l } v�y|b����hj�bdc�l } v�y �
z � }~{ b�������nfs���rG�Es {h� ���G��nus\��rG���Jb�xE����l } v���t���b�j`���hj � l } v�y|b����hj�bdc�l } v�y �R��§ �Nl } v�¨

A disconnectedlink is neverstableandvice versa.However, a link might neitherbestablenor disconnected.We call

sucha link unstable:
©ª�¦bdcfehgdikjElCmonqp rhsftwvox y"«<bdcfehg�ikjElCmSnCp rEsutwv���«��E£ab�¤d¥����¬j�¤�cuj`�^lCmSnCp rEs\twv®

A node 5 ; is reachableby a node 5�¯ in interval Y , if thereexistsapathof stablelinks from 5°¯ to 5 ; :� j`ew¤d±²ehg�ikjEl�� n s��´³Esutwv�x y
{ ias { µ y�l µo¶ sd·((s µ�¸ v®s � ¥N���E¹Gs`·(s�iª�
¹���xhbdcºewgdikjElCm�»�¼ p » ¼f½ª¾ s\twv�����» ¾ y|��³¿���´»�À�y|� n .

We saythat the network is stablein a time interval Y , if eachlink is eitherstableor disconnectedandany nodeis

reachableby somewirelessnode
M

(seeSection3):?GF\[^]`_�@ �aY²	Z%('&Á��dÂfÃ�Ä°Å +wÂGÆÇÆÈÆÈÂ®�ÊÉP%¬� ?GF\[^]`_a@ �aWË;�X T Â®Yª	<Ì´Aw� ?�¡�¢ :�: @V¡`F\@ A¦�aWË;�X T Â®Yª	�	�Í BE@�[ª¡�Î¦[^]`_�@ �º5
;�Â M Â®Yª	 .
Weintroduceaweakerpropertyof asemi-stablenetwork. In suchanetwork, links arepermittedto beunstableaslong

aseachnodeis reachablevia a stablepathfrom
M

:?�@ >�� - ?GF\[ª]�_�@ ��Yª	Ï%('�Á��¿Ä°Å + Â�ÆÈÆÇÆÈÂ®�ÊÉP% BE@V[ª¡�Î¬[^]`_a@ �a5�;\Â M ÂdY²	 .
In whatfollows,we oftendo not provide interval Y . In all thesecases,Y is assumedto betherun-timeinterval of the

protocol.
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3. ProblemDescription

In somesystem,a wireline or gateway nodeinitiatesthe topologydiscovery by sendingrequestmessagesvia the

wireline network to all gateway nodes.In othersystems,the topologydiscovery might be initiated by any wireless

node. To generalizethe problem,we omit the optionalfirst stepof forwardinga topologydiscovery requestvia the

wireline network. We assumeinsteadthata wirelessnode
M

(coordinator) initiatestheprotocol.

We definethe topologydiscovery problemasfollows. Thediscovery is initiatedby node
M

at sometime ? . The

protocolhasto returnthediscoveredtopologyto
M

within a boundedtime K , i.e., at sometime F suchthat ?�ÐÑF�Ð? 3 K . We use Y°%1'ÓÒ ? Â FfÔ to refer to the run-timeinterval of theprogram.We assumethat the topologyis returned

in form of a predicateI . PredicateI����dÂfÃª	 holdsif f the protocoldiscoveredthe link WZ;CX T , i.e., that 5 T canreceive

messagessentby 5
; .
We have to specifythatthetopologyreturnedby a correcttopologydiscoveryprotocolreflectsthetopologyof the

wirelessnetwork. Notethatthetopologymight changedueto mobility duringtherun-timeof theprotocolandhence,

we cannotrequirethat thetopology I is identicalto thetopologyof thewirelessnetwork. Insteadwe constrainI as

follows. First, if the protocolsaysthata link W ;�X T exists thenit hasto have “proof” that this link existedat leastat

somepoint in Y . Second,if I saysthatthereis no link W ;�X T betweentwo nodes5 ; and 5DT , theneitherthelink must

not bestableor neither 5 ; nor 5DT arereachableby
M

. More precisely, werequirethefollowing.

R1 Let usconsiderthattheprotocoldiscoversalink WË;�X T , i.e., I����dÂfÃª	 holds.Werequirethatthereexistsat leastone

message> thatis sentandreceivedvia WZ;CX T duringtherun-timeof theprotocol:� £us�Õ�x���lq£us�ÕEv ��{w} xVb`j`�¬�hj � l } v�yÊ£��Ö�hjGbdcdl } v�y×ÕZ������l } vo��t�� § ��l } vo�~tª
R2 Let usconsiderthat theprotocolsaysthatnodes5�; and 5 T arenot connectedby a link, i.e., I����dÂfÃª	 doesnot

hold. In thiscasewerequirethatneither 5�; nor 5 T arereachableby
M

in Y or that WË;�X T is not stablein Y :� £us�Õ�xV«���lq£\sCÕEv � l�« � j`eh¤�±²ehg�iÈjhl���nºs � sutwv¬��« � j`eh¤�± ewgdikjEl���r�s � sutwvuv�Ø~«<bdcfehg�iÈjhlCmSnqp rEsftwv .
Thisspecificationimpliesthatif thenetwork is stable,thetopologyreturnedto

M
consistsof all stablelinks. It also

guaranteesthat in a semi-stablenetwork, thetopologyreturnedby theprotocolincludesall nodesandit containsall

stablelinks but it mightalsocontainunstablelinks. However, it will nevercontaindisconnectedlinks.

Notethatfor a link WË;�X T to bestablein Y , at leastoneof theneighboringnodes5�; or 5 T hasto senda messageto

theother. Becauseof this requirement,a trivial protocolcouldsendnomessage,andthusensurethatno link is stable.

This trivial protocolcouldthereforeimmediatelyreturnwith anemptytopology, andstill satisfyour specification.To

preventsuchtrivial solutions,we notethatotherprotocolsareallowed to sendmessagesin parallelto themessages

to the topologydiscovery protocol. More precisely, theprotocoldesignerhasto consideranadversarythatcansend

messagesat arbitrary timesbetweenarbitrarynodesduring the protocolexecution. In this way, we excludetrivial

solutionsandforceacorrectprotocolto sendmessagesto discover thetopologyof thenetwork.
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4. ProtocolDescription

Thetopologydiscoveryalgorithmconsistsof two phases.Thefirst phase,whichwereferto astheDiffusionphase,

is initiated by the coordinatorby broadcastinga topology requestmessage.As the nodesreceive andrebroadcast

this message,they constructtheir local neighborhoodinformation,andupdateotherdatastructuresusedto construct

a meshwhich at the endof the Diffusion phasespansthe completenetwork. This meshis thenusedin the second

phase,theGatheringphase, to forwardthe local neighborhoodinformationfrom all thenodesup to thecoordinator.

Together, thesetwo phasesprovidethecoordinatorwith therequiredtopologyinformation.

Beforewe describetheprotocolin detail,we givea brief overview illustratedby someexamples.Thecoordinator

initiatesthe protocolby broadcastinga topologyrequestmessage.The first time a nodereceivessucha message,it

recordsits senderasaparent,recordsthis informationin themessage,andretransmitsit usingarobustlocalbroadcast.

To increasethereliability of thealgorithm,eachnodealsorecordsthesendersof thenext �aÙ * +�	 requestsit receives

asits parents(unlesstherequestwasbroadcastedby a potentialdescendant),andrebroadcaststhem. TheconstantÙ
is boundedby a small integer

O
, andis determinedby thecoordinator. Eachnoderecordsits childrenby checking

if it is listed asa parentof the senderin eachreceivedrequestmessage.In this manner, all nodesreachableby the

coordinatorwill at theendof theDiffusionphasehave anywherefrom 1 to Ù parents,togetherforming a mesh(see

Figure3).

In the Gatheringphase,eachnodesendsits andits descendants’neighborhoodinformationto all its parentsvia

unicastmessages.Theseunicastsare initiated eitherassoonasit hasreceived the neighborhoodinformationfrom

all its children,or whenit haswaiteda pre-determinedamountof time inverselyproportionalto its distanceto the

coordinator, whichever occursfirst. In a failure free run, the coordinatorreceivesthe desiredtopologyinformation

aftera total of �����
	 messages(seeFigure4). We describetheGatheringphasein moredetail andunderlessideal

conditionsin Section4.3.

In therestof thissection,wefirst presentthemessageformatstogetherwith thedatastructuresstoredateachnode

in Section4.1.This is followedby a formaldescriptionof theDiffusionphaseof thealgorithmin Section4.2,andthe

sectionis concludedin Section4.3with a descriptionof theGatheringphase.

4.1. MessageFormats and Data Structur es

In thissection,wepresenttheformatsof themessagesusedin theprotocol,aswell asthedatastructuresmaintained

locally at eachnodein thenetwork. This sectionis meantto beusedasa referencesectionfor Sections4.2 and4.3,

wherethedetailsof how thesemessagesanddatastructuresareusedandupdatedaredescribed.

Theprotocolusesthreemessagetypes:DiffReq, DiffAck andGathResp. DiffReq is thetopologyrequest

messageinitiatedby thecoordinator, andlaterrebroadcastedby theothernodes,DiffAck is aspecialacknowledge-

mentsentaspartof thereliablebroadcastdescribedin Section4.2.3,andGathResp is themessageusedto propagate

thetopologyinformationup to thecoordinatorduring thesecondphaseof theprotocol. Thefieldsof the threemes-

sagesaredescribedin Table1, thedatastructuresmaintainedlocally ateachnodearepresentedin Table2. Thedetails

of how thesedatastructuresareusedandupdatedwill bedescribedin Section4.2and4.3.
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Figure 3. An example of the Diffusion phase in a sample netw ork. Star ting at the coor dinator ,

each node broadcasts a request messa ge containing its parent node . p and c denotes the lists

of each node’ s parents and children, respectivel y.

D

DL =C,B
dL=

A

L =B,CA
dL=

C

L =A,DC

B

L =A,DB

dL=

dL=

B

dL=LD

L =A,DB

D

DL =C,B
dL=

C

dL=LD

L =A,DC

LD
LD

A

L =B,CA
dL=

C

dL=LD

L =A,DC

B

dL=LD

L =A,DB

D

DL =C,B
dL=

A

LBdL= ,LC,LD

L =B,CA

C,LDL
LB,LD

C

dL=LD

L =A,DC

A

LBdL= ,LC,LD

L =B,CA

L ,L ,LA B C,LD

B

dL=LD

L =A,DB

D

DL =C,B
dL=

Figure 4. An example of the Gathering phase in the same sample netw ork as in Figure 3.

Star ting at the leaves, each node � sends its neighbor inf ormation ( Ú^Û ) and its downstream

neighbor inf ormation ( ÜªÚ Û ) to its parent(s).
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Field Description

coord thecoordinatorof thetopologydiscovery
sender thesenderthatbroadcastedthis message
parent this messageis a rebroadcastof a messagereceivedby thisparent

hopCount thedistance,in hops,from coord to sender
k maximumnumberof parentsof a node

bcastId a uniqueintegerthatidentifiesthecurrentprotocolrun
maxEccentricity theestimatedmaximumdistancefrom any nodeto thecoord

powerLevel transmissionpower to beusedby thetransportprotocol

(a) Thefieldsof theDiffReq message

Field Description

sender thenodesendingthisDiffAck message
dest thesender field of theDiffReq beingacknowledged
coord thecoord field of theDiffReq beingacknowledged

bcastId thebcastId field of theDiffReq beingacknowledged

(b) Thefieldsof theDiffAck message

Field Description

sender thesenderof this message
coord thecoordinator
bcastId a uniqueintegerthatidentifiesthecurrentprotocolrun
topoInfo theaccumulatedtopologyinformationfrom thesenderandthedownstreamnodes

eccentricity themaximumdistancefrom any downstreamnodeto thecoord
panicmode setto trueiff senderis in panicmode

(c) Thefieldsof theGathResp message

Table 1. Format of the three messa ges used in the protocol.

Datastructure Description

L list of discoveredneighbors.
Parents a list of theparentsof thenode
Children a list of thechildrenof thenode

dL theaccumulatedneighborhoodinformationof thedownstreamnodes
HopCount th thehopcountof thefirst parentin theParent list of thenode

Table 2. The data structures kept at each node in the netw ork.
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coordinator

Wi

Wj

Figure 5. In a Ý -resilient mesh each node has at most Ý parents.

We useanadjacency list to representtheinformationin thetopoInfo field of theGathResp message,andthe

L anddL datastructuresat thenodes,eventhoughabitfield would reducethemessagesizein densenetworks.

4.2. Diffusion Phase

TheDiffusionphaseis thefirst phaseof thetopologydiscoveryprotocol.Thecoordinatorinitiatesit bybroadcasting

aDiffReq message.Whena nodereceivessucha message,it rebroadcastsit (at most Ù×�Þ+ times).TheDiffusion

phasehastwo purposes.First, it updatesthelocalneighborhoodinformationof thenodes.A node5�; thatis reachable

by thecoordinatorwill receiveamessagefrom all its neighborsandviceversa.Hence,5
; will addall its neighborsto

its neighborlist (L). Thesecondpurposeof theDiffusionphaseis to build a coordinatorrootedmeshspanningacross

the entirenetwork. If the network is partitionedthe meshmight not containall nodes. However, in a semi-stable

network it containsall nodesreachablefrom thecoordinator. This meshis usedby theGatheringphaseto propagate

theaccumulatedneighborhoodinformationup to thecoordinator.

It is importantto notethatthemeshcanbeusedfor any kind of datagatheringapplication,andit is not in anyway

dependenton the topologydiscovery application. It canalsobe usedin applicationssuchasdeterminingthe power

usage,or any kind of dataaggregationin a sensornetwork. We thereforestartby describinghow to constructthis

mesh.In Section4.2.2we thenshow theremainingstepsof theDiffusionphase,andfinally, in Section4.2.3weshow

how wehave implementedthebroadcasts,to increasetheir robustness.

4.2.1 Building a Mesh

A Ù -resilientmeshis a connecteddirectedacyclic graph(DAG), rootedat thecoordinator, in which any node 5�; has

atmost Ù parents,where + Ð Ù Ð O , and
O

is small,constantinteger. A parentof 5 ; is any node 5JT suchthatthere

existsa link in theDAG from 5 ; to 5DT . We call Ù the resiliencyfactor of themesh.Note thata Ù -resilientmeshis

alsoa �ºÙ 3=ß 	 -resilientmesh,Á�+ Ð ß Ð O * Ù . Figure5 givesanexampleof a Ý -resilientmesh.

The coordinatorinitiatesthe constructionof the meshby broadcastinga DiffReq message,which containsthe

resiliency factorof themeshin thek field of themessage.Whena nodereceivesthismessage,it doesthefollowing:
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à If this is thefirst DiffReq thenodehasreceived,thenit

– setsHopCount th to beequalto thehopCount field of themessage,

à If thenodehaslessthank nodesin its Parent list, andthefield sender is not in theParent list, andthis

DiffReq hasahopCount field smallerthanor equalto HopCount th, thenthenode

– addsthesender of themessageto its Parent list,

– incrementsthehopCount field of themessageby one,

– copiesthesender field into theparent field,

– setsitself asthesender, and

– rebroadcaststhemessage.

à If thenodeis in theparent field of theDiffReq, thenit

– addsthesender to its Children list.

4.2.2 Updating NeighborhoodInf ormation

To updatethelocalneighborhoodinformationweaddthefollowing to thealgorithmdescribedin Section4.2.1.

à Thenodealwaysaddsthesender of any messageto its neighborlist L.

At thecompletionof theDiffusionphasethecompleteconnectivity informationof thenetwork canbeconstructed

from the local neighborhoodinformationavailableat all the nodes.During theGatheringphasewe collect this info

andpropagateit up to thecoordinatorthroughthemeshbuilt duringtheDiffusionphase.

A nodewill only addlinks to its neighborlist acrosswhichit hasreceivedat leastonemessageduringtheexecution

of theprotocol. This meansthatonly links thatsatisfyrequirementR1 areadded.Note that theDiffReq message

will bereceivedby eachnode 5 ; thatis connectedto thecoordinatorvia a pathof stablelinks. In particular, 5 ; will

rebroadcasttheDiffReq messageandaddall nodesconnectedto 5 ; via a stablelink to its neighborlist. We show

in Section4.3 that theneighborlists of 5 ; will be forwardedto thecoordinator– which is neededandsufficient to

satisfyrequirementR2.

4.2.3 Robust Broadcast

Thesuccessof theDiffusionphasedependson thereliability of thebroadcasts:if many broadcastsfail, fewer links

arediscovered.Broadcastsin mostMACsfor adhocnetworksarenot reliable.In 802.11for example,broadcastsare

sentwheneverthecarrieris sensedfreeandcanthereforeresultin anumberof collisionsasshown in Figure6. In this

examplewe have simulatedtheDiffusionphaseusingGloMoSim[15] with threedifferenttransmissionpowers. We

seethataswe increasethe transmissionpower andthereforethe neighbordensity, morebroadcastmessagescollide

andasmallerfractionof thelinks arediscovered.
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Figure 6. Simulation results for three diff erent transmission powers. These GloMoSim sim ula-
tions used 50 nodes in a 200mx200m area.

We increasetherobustnessof broadcastsby usinga variationof theRTS/CTSschemeproposedby [14]. Theidea

is to ensurethat thebroadcastreachesat leastonenodein theneighborhood.To usethis scheme,we could let each

nodedo a RTS/CTSwith thenodefrom which it receiveda requestwhenever it wishesto rebroadcastit.

An RTS/CTSmechanismis howevermostlyhelpful for largemessages.In theDiffusionphasetheDiffReq mes-

sagesthatarebeingbroadcastaresmall in size,andthelengthymessageexchangeof anRTS, followedby aCTS,the

DiffReq message,andfinally anacknowledgementis unnecessary. Instead,anodesimplybroadcaststheDiffReq

andexpectsa DiffAck in responsefrom thenodefrom which it receivedtherequestit is now retransmitting.If a

nodedoesnot receivesa DiffAck within a certainamountof time, it rebroadcaststhe message.This is repeated

a small numberof times,or until it receivesa DiffAck, which ever occursfirst. Our simulationsshow that this

schemeaddsa lot of robustnessto the Diffusion phase. For example,in the scenariossimulatedin Figure 6, the

DiffReq/DiffAck schemediscovers100%of thelinks.

4.3. Gathering Phase

In this sectionwe describetheGatheringphase,thesecondof thetwo phasesof our topologydiscovery protocol.

In theGatheringphasethe Ù -resilientmeshbuilt in thefirst phaseis usedto sendthetopologyinformationbackto the

coordinator. TheGatheringphaseis initiatedby theleavesin themesh,whosendtheir localneighborhoodinformation

to theirparentsin aGathResp message.Intermediatenodeswait for repliesfrom all thechildrenbeforethey in their

turn forwardaGathResp messageto their parents.If no failuresoccur, the informationfrom all nodesreachesthe

coordinatorwho at this point learnstheentiretopologyinformation.

In the restof this section,we describethe Gatheringphasein detail. We first describeit for a stablenetwork,

followedby a discussionin Section4.3.2on how a few unstablelinks arehandled.In Section4.3.3we thendescribe

how thealgorithmis designedto copewith a largenumberof unstablelinks.

4.3.1 StableNetwork

The meshstructurebuilt in the Diffusion phasedefinesa dependency betweenGathResp messages:a nodewaits

for a responsefrom all its childrenbeforeinitiating a responseitself. If a nodehasno children, i.e., if it hasnot
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receivedany DiffReq messagesaftera certainamountof time with itself listedasa parentof thesender, it initiates

the Gatheringphase.Eachleaf 5 ; in the meshusesa unicastto senda GathResp to eachof its parents,with set

Å²�º5 ; Â®Ú^	`É asthetopoInfo field, whereL is thelist of neighborsdiscoveredby 5 ; .
Whenreceiving aGathResp message,anode5JT combinesits dL datastructurewith thetopoInfo field: dL is

setto theunionof dL andtopoInfo andthenall pairscontainingneighborhoodinformationfor thesamenodeare

combined.Whena nodehasreceiveda GathResp from all its children,thenodebuilds its own responsemessage

andunicastsit to all its parents,with thecombinationof Åª�a5 T Â®Ú^	�É anddL asthetopoInfo field of themessage.

In astablenetwork, thetopoInfo field in aGathRespmessagecontainsthecompleteneighborhoodinformation

for all downstreamnodes.The coordinatorthereforehasaccessto the completetopologyinformationuponreceipt

of theGathResp messagefrom the lastof its children. Thecoordinatorhasthusdiscoveredall the links andnodes

reachableat theendof theGatheringphase.

4.3.2 A FewUnstableLinks

Theprotocoldescribedaboveworksaslongasthemeshstructureconsistsof stablelinks. An unstablelink cancausea

parentto wait for aGathResp messagefrom its child, althoughthechild might neverbeableto sendit successfully.

This problemis moreseriousin mesheswith a lower resiliency factor. In a + -resilientmeshoneunstablelink can

prevent thedownstreaminformationto reachthe coordinator. However, a meshwith a resiliency factorgreaterthan

onewill beableto toleratesomeunstablelinks if alternatepathsexist from thenodesto thecoordinator. Thescheme

to makea meshtolerateunstablelinks is describedin therestof this section.

A parentshouldnot wait for an unboundedamountof time for the reply of a child sincea reply might never be

received, e.g.,dueto a link that failed or dueto the crashof a downstreamnode. The parentshouldinsteadtime-

out after a boundedamountof time to make surethat it forwardsits own neighborhoodinformationandthat of its

otherchildrenthat it hasreceivedso far. The time-outhasto bechosencarefully. If the time-outis too short,some

topologyinformationmightneverbeforwardedto thecoordinatorsinceany informationthatarrivesafterthetime-out

is ignored.1 If thetime-outis too long,thetopologyinformationmightbecomestale.Dueto mobility somediscovered

links might for examplebecomedisconnectedandsomenew links might appearbeforetheinformationis forwarded

to thecoordinator.

We first introducesometerminologyfor a betterunderstandingof ourapproach.Let the � -th parentof node 5DT beá ; andits depthfrom the coordinatorperceivedat 5DT be A â ã . So the distanceof node 5DT to the coordinatoralong

thepaththrough
á ; is A â ã 3 + . ConstantU (seeSection2.2) is thetime-outdelayfor unicastmessages,i.e., thetime

aftera sendergivesup retransmittinga message.Let @V¡�¡ denotetheeccentricitywith respectto thecoordinator, i.e.,

themaximumdistancefrom thecoordinatorto any nodein thenetwork. In our currentimplementationthe @�¡�¡ is an

estimatemadeby thecoordinatorandcorrespondsto themaxEccentricity field of theDiffReq message.The

eccentricity field is includedin theGathResp messageto thecoordinatorfor a betterestimationof @V¡�¡ in the

next Diffusionphase.However, thereareotherwaysto estimatetheeccentricityof thenetwork andwehopeto explore

themin thefuture.

We cascadethe time-outsof thenodes.Ideally, a child 5 ; time-outsexactly U time unitsbeforeits parent
á ; to

1If it is not ignoredandthetime-outis tooshort,themessagecomplexity would increaseunacceptably.
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makesurethat 5�; hassufficienttimeto sendits currenttopologyinformationto
á ; before

á ; time-outson 5�; . Hence,

wesetthetime-outsuchthat 5 ; waitsfor F �f> @V¢Vä�F ',åZæR� @V¡�¡ * A²âwã 3 +V	¦æÏU afterreceiving thefirst DiffReq fromá ; . It will initiate aGathResp whenall its childrenhave replied,asdescribedin 4.3.1,or whenits F �º> @V¢Vä¦F for
á ;

hasexpired. In thesecondcase,thenode 5 ; sendsall theinformationit hasavailableto parent
á ; .

4.3.3 Many UnstableLinks

The protocoldescribedso far gathersall link informationaslong eachnodehasat leastonestablelink to a parent

duringtheGatheringphase.Sincetheresponseis sentwithout muchdelayandthenodesin a homeor officenetwork

arenot expectedto moveat high speeds,themeshwill usuallystaystableenoughfor theGatheringphaseto succeed.

In thesecommonscenariosourprotocolhasanoptimal ������	 messagecomplexity andis ableto discoverall thenodes

andlinks in thenetwork. However, in a raresituationa nodein themeshmight displaceitself fastenoughto become

disconnectedfrom all its parentssuchthatnoneof theparentsarereachableduringtheGatheringphase.Thesupport

providedby our protocolfor theseuncommonscenariosis detailedin therestof this section.

A nodefirst triesto sendtheGathResp messageto all its parentsin themesh.If noneof theparentsarereachable,

thenit entersa panicmode.In panicmodethenodesendstheresponsemessageto all its otherneighbors.Thissetof

neighborsis determinedduringtheDiffusionphaseasdescribedin Section4.2.2.

A GathResp messagefrom a parentin panicmodecausesthe parentto be removed from theParents data

structure.For example,supposenode5 ; is theparentof node5DT . If 5 ; enterspanicmode,thennode5DT shouldnot

rely on successfulcommunicationof its GathResp to node 5 ; , since 5 ; mightstill notbeableto sendthemessage

any further. So, 5 T removes 5�; from its Parents list andentersapanicmodeif this list becomesempty.

On receiving a GathResp message,thenodeupdatesits dL variablewith thetopoInfo field of the message,

andthendoeseitherof thefollowing:

à If thenodehasnot yet sentits GathResp to all thenodesin its Parents list, thenit

– sendstheresponseasdescribedin Section4.3.2.

à otherwiseif thereceivedmessagehasaddednew link informationto dL, thenit

– resendsaGathResp messagewith thenew link informationto all thenodesin Parents.2 If thePar-

ents list is empty, it entersthepanicmode.

à otherwiseit

– ignorestheGathResp message.

A worsesituationcould arisewhen a nodeis unableto sendits GathResp messageto any of its neighbors.

Although a nodein this casedoesnot have any of its original neighborsdiscoveredduring the Diffusion phase,it

mightstill getits messageacrossif it broadcastsit. Weusearobustbroadcastslightly differentfrom theonedescribed

in Section4.2.3;sincetheGathResp messagesarebig, explicit RTS andCTSmessagesareused.TheRTS/CTSis

donewith the lastneighborfrom whomany messagewasheardor received. To reducethesizeof this broadcastwe

2Notethatin panicmode,asopposedto in non-panicmode,aGathResp messagearriving afteranexpiredtime-outis not ignored.
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do not sendthecompleteneighborhoodinformation,but ratheronly thenodeinformation.Theargumentis thatif all

theneighborsof a nodehave failed,thenits link informationis not of any useto thecoordinator.

5. ProtocolProperties

In this sectionwe discusssomequalitative propertiesof our protocol. First we explain how our protocolsatisfies

therequirementsR1 andR2 introducedin Section3. Thenwe analyzethemessagecomplexity of theprotocol. Due

to spaceconstrainsweomit proofsof theproperties.Thequantitativeperformanceis presentedin Section6.

5.1. Corr ectness

Theprotocolcollectslink informationlocally in aneighborlist andthencollatesandforwardstheneighborlists to

thecoordinatorduringtheGatheringphase.Thetopologyinformationconsistsof thesecollatedneighborlists. Only

if anode 5DT receivesamessagefrom 5 ; with thesameprotocolidentifier, it adds5 ; to its neighborlist. Adding 5 ;
to theneighborlist of 5DT is necessaryfor theprotocolto set I����dÂfÃª	 . Thesystemmodelspecifiesthat if 5DT receives

a messagefrom 5 ; thenindeedthe messagewassentby 5 ; . Checkingthe protocol identifier makessurethat no

stalemessageswill beused– in particular, only sendersof messagesthatweresentaftertheprotocolwasstartedare

includedin theneighborlist. Hence,ourprotocolsatisfiespropertyR1.

PropertyR2 is only guaranteedif thepanicmodeis switchedon. However, if thenetwork is stable,theprotocol

satisfiesR2 evenif thepanicmodeis switchedoff. If thenetwork is stable,a link is eitherstableor disconnectedand

all nodesarereachableby thecoordinator. Hence,to violaterequirementR2, therehasto exist a stablelink WË;�X T that

is notpartof thetopologyinformation(i.e., ç�I��C��ÂºÃª	 ). Sinceall nodesarereachable,nodes5�; and 5 T will bothsend

out broadcastmessagesduringtheDiffusionphase.Since WË;�X T is assumedto bestable,5 T will receive thebroadcast

of 5 ; andhence,5DT will include 5 ; in its neighborlist. All links betweena parentanda child arestablesince

eachchild wasableto receive themessageof its parent(andthenetwork is assumedto bestable).This implies that

the neighborinformationof 5DT will propagateto the coordinator. Therefore,I�����ÂºÃª	 hasto be part of the topology

information.Notethatin a stablenetwork thediscoveredtopologycontainsall nodesandall stablelinks.

If thepanicmodeis turnedon,propertyR2 is satisfied,independentof whetherthenetwork is stable.Theinverse

of R2 statesthat if 5
; or 5 T arereachableby the coordinatorand WZ;CX T is stable,then I��C��ÂºÃª	 hasto be part of the

topology. If a link WZ;CX T is stableand 5 T is reachable,then 5 T will receive a messagefrom 5�; andadd 5�; to its

neighborlist. Panicmodeguaranteesthateachnode 5 T cansendits neighborinformationto thecoordinatoraslong

asit is reachableby the coordinator. Hence,the panicmodeguaranteesthat R2 is alwayssatisfied.Note that in a

semi-stablenetwork, the topologyreturnedby the protocol includesall nodesandit containsall stablelinks but it

might alsocontainunstablelinks. However, it will nevercontaindisconnectedlinks.

5.2. MessageComplexity

Themessagecomplexity of theDiffusionphaseis ���a�
	 . Theprotocolsendsupto Ùoæ¦� robustbroadcastmessages

during the Diffusion phase,where Ù Ð O is the maximumnumberof parentsallowed, and
O

is a small constant

integer. In responseto eachof thesebroadcasts,a nodereceivesoneunicastacknowledgementmessage.Hence,there
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arealsoatmost ÙËæ<� unicastmessages.Theoverheadof arobustbroadcastmessageis comparableto thatof aunicast

messagewith respectto bandwidthandtransmissionpowerusage.Hence,wecountarobustbroadcastmessageasone

unicastmessagein ourmessagecomplexity analysis.Thetotalmessagecomplexity of theDiffusionphaseis therefore

���aÙ^�
	 = ���a�
	 , since Ù is boundedby a(small)constant
O

.

Themessagecomplexity of the Gatheringphaseis also �����
	 aslong asthe meshis semi-stable. We saythata

meshconstructedby theDiffusionphaseis semi-stable,if f eachnodeis reachablefrom thecoordinatorvia a pathof

stablelinks alongthemesh.Whenthenetwork is stable,themeshis semi-stable.Notehowever, thatif thenetwork is

semi-stable,thenthemeshis not necessarilysemi-stable.This definitionof semi-stablemeshimplies thateachnode

hasastablelink to at leastoneof its parents.Thispreventsthenodesto enterpanicmode.Therefore,eachnodesends

at mostoneunicastmessageto eachof its parentsduring theGatheringphase.Themessagecomplexity is therefore

���aÙ^�
	 = ���a�
	 for theGatheringphaseaslongasthemeshis semi-stable.

Whenthemeshis notsemi-stable,somenodesmightenterpanicmode.If anodein panicmodereceivesaneighbor

list it hasnot receivedpreviously, it first unicastsa GathResp messageto all its neighbors.Assumingthata node

hason average� neighbors,theaveragenumberof unicastmessagesin panicmodeis at most ��� pernode. If all

the unicastsmessagesthe nodesentfailed, it broadcastsa condensedmessage(seeSection4.3.3). The numberof

robustbroadcastmessagesin panicmodeis at most � pernode.Thetotal numberof unicastandbroadcastmessages

in panicmodeis thereforeat most ���  and �  , respectively. Theworstcasemessagecomplexity for panicmodeis

thus ���a���  3 �  	 = ���a���  	 .
Any protocolhasto sendat least � * + messagesto satisfythe requirementsR1 andR2 sinceeachnodehasto

sendat leastonemessageto let thecoordinatorknow from which othernodesit canreceive messages.Notethatwe

permit links to beunidirectional.Hence,our messagecomplexity of ������	 for stablenetworksis optimal.

6. Performance

Thetopologydiscoveryalgorithmwassimulatedin GloMoSim[15], whichusesaparallel,event-drivensimulation

languagecalledParsec[3]. 50 nodeswererandomlyplacedin a 200mè 200marea. IEEE 802.11wasusedasthe

MAC protocolandthebandwidthwasassumedto be2 Mbps. TheRandomWaypointmodelwasusedto modelthe

mobility of thenodesin thenetwork. In this modeleachnodemovestowardsa randomdestinationat a speedchosen

randomlybetweena predefinedminimumandmaximumvalue. It thenpausesfor somedurationandcontinueswith

this mobility pattern.In our simulationstheminimumspeedwassetto 0 m/sandthepausetime to 30 seconds.We

expectthespeedof nodesin our targetapplicationto bewalkingspeed,i.e.,approximately1 m/s.

All nodesweresetto have thesametransmissionpower, althoughsimulationswerecarriedout for threedifferent

transmissionpowers: -10 dBm, -6 dBm and-4 dBm. At a transmissionpower of -10 dBm theaverageneighborhood

sizewasabout4, at -6 dBm it wascloseto 11, andabout17 at -4 dBm. Whenthetransmissionpower was-4 and-6

dBm, thenetwork wassemi-stablefor all simulatedspeeds.At -10 dBm however, thenetwork wasonly semi-stable

up to 0.8m/s.

One nodewas designatedas the coordinatorand the percentageof links and nodesdiscoveredat this nodeis

presentedin this section.Thetopologydiscoveryprotocolwasexecutedfor 12.5seconds.Link andnodeinformation
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obtainedat thecoordinatorafterthis interval werenot considered.

We evaluateour protocolusingthreedifferentmetrics.First,we measurethepercentageof stablelinks discovered

(SeeSection2.3 for a definitionof a stablelink). It is unreasonableto expectthatanalgorithmwould discover links

that only existedfor a shortamountof time during the executionof the algorithm. Furthermore,informationabout

links thatdonolongerexist is irrelevant,andcouldalsoleadto inaccurateinformationat thecoordinator. Wetherefore

comparethenumberof links thatour protocoldiscovers,to theactualnumberof stablelinks, andusethis fractionto

evaluateour protocol.

Second,wemeasurethepercentageof nodesdiscovered.In someapplicationsthelink informationmightnotbeof

interest;it is simply enoughto learnof thedifferentnodesin thenetwork. We thereforealsopresentthepercentageof

nodesdiscoveredasa wayof evaluatingourprotocol.

Third, we measurethe messageoverheadof the protocol. Theprotocolwasexecutedwith andwithout thepanic

modeandfor differentvaluesof theresiliency factorof themeshthatis formedduringtheDiffusionphase.A higher

resiliency factorincreasesthe robustnessof the protocolbut at the expenseof an increasein the messageoverhead.

Thepanicmodefurther improvesthe robustnessof our protocolbut alsoresultsin anaddedincreasein thenumber

of messagessentduring the Gatheringphase.During the Diffusion phase,every nodesendsa constantnumberof

messages,resultingin ��� O �
	 = �����
	 messages,where � is the numberof nodes,and
O

is the constantupper

boundof the resiliency factorof the meshconstructedduring the Diffusion phase. We thereforeonly presentthe

messageoverheadincurredduringtheGatheringphase.

In therestof this section,we presenttheresultsfor thesethreedifferentmetricsfor thethreetransmissionpowers

of -10,-6, and-4 dBm.

6.1 TransmissionPower: -10 dBm

0

20

40

60

80

100

0 0.2 0.4 0.6 0.8 1 1.2 1.4

%
S
t
a
b
l
e
 
L
i
n
k
s
 
D
i
s
c
o
v
e
r
e
d

Speed m/s

%Stable Links Discovered (Panic Off, -10dBm)

s
e
m
i
-
s
t
a
b
l
e

u
n
s
t
a
b
l
e

1 parent 
2 parents
3 parents
4 parents
5 parents

0

20

40

60

80

100

0 0.2 0.4 0.6 0.8 1 1.2 1.4
160

170

180

190

200

210

220

%
 
S
t
a
b
l
e
 
L
i
n
k
s
 
D
i
s
c
o
v
e
r
e
d

é

#
S
t
a
b
l
e
 
L
i
n
k
s

ê

Speed m/s

%Stable Links Discovered (Panic On, -10dBm)

s
e
m
i
-
s
t
a
b
l
e

u
n
s
t
a
b
l
e1 parent 

2 parents
3 parents
4 parents
5 parents

#stable links
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Thepercentageof stablelinks discoveredusinga transmissionpower of -10 dBm is shown in Figure7. Without
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the panicmodethe algorithmdiscoversnearly all the stablelinks up to 0.4 m/s. An increasein speedreducesthe

robustnessof themeshandresultsin a lowerpercentageof stablelinks discovered.Thereasonfor therelatively large

decreasein the numberof stablelinks discoveredis that when the coordinatorlearnsof a link from a node 5 ; to

anothernode5DT , it cannotinfer thatthereis alink from 5DT to 5 ; sincewedonotassumeall links to bebidirectional.

Hadwedonethat,thenumberof stablelinks discoveredwouldhaveincreased,bothwith andwithout thepanicmode.

It is interestingto notethat increasingtheresiliency factor, i.e., themaximumnumberof parentsallowedis useful

only up to a certainspeed:in this caseup to 0.6 m/s. Whenincreasingthe averagenumberof parents,the average

numberof childrenpernodegrows, andthusalsothe probability thatat leastonelink betweena parentanda child

breaks. Especiallyfor higher speedswherelink breakagesare even more common,an increasein the numberof

parentsthusresultsin agreaternumberof nodesthattimeoutbeforesendingtheirGathResp messages.Dueto these

time-outs,the propagationof neighborhoodinformationto the coordinatoris delayedproportionallyto the number

of parents.But in a network with sparselyconnectednodesmoving at a high speed,it is importantto forward the

informationasfastaspossible,sincea link might disappearbeforeit is used. In a sparselyconnectednetwork with

high speed,the coordinatormight thereforediscover a higherpercentageof stablelinks if the nodesarepermitted

fewerparents,i.e., if theresiliency factoris smaller.

We call this tradeoff betweenminimizing responsetime andmaximizingmeshresiliency the inversion problem.

The problemof inversionsuggeststhat the resiliency factorshouldbe a tunableparameter, chosenaccordingto the

mobility anddensityof thenetwork.

With panicmodeturnedoff, theprotocoldiscoversall thestablelinks aslong asthenetwork is stable.With panic

modeturnedon, the protocoldiscoversall the stablelinks aslong asthe network is semi-stable.At higherspeeds

thenetwork is no longerconnectedusingstablelinks. Thecoordinatoris thereforeunableto receive all theresponse

messagesandthis resultsin adecreasein thepercentageof stablelinks thatarediscovered.We canalsoseetheeffect

of the inversionproblemin this case.Whenthenodesareallowedfewer parents,theGathResp messagesaresent

soonerandthe coordinatoris thereforeableto gatherinformationover morelinks beforethey break,resultingin a

higherpercentageof stablelinks discovered.

The messageoverheadof the Gatheringphaseis shown in Figure 8. When the panic modeis turnedoff, the

GathResp messagesare only sentalong the mesh. No effort is madeto repair the meshand so the numberof

responsemessagesstaysnearlyconstantacrossdifferentspeeds.Theslight variationsin eachof thecurvesaredueto

thedifferingstructureof themeshatdifferentspeeds.As theresiliency factorincreases,theaveragenumberof parents

increasesandmorelinks arepartof themeshwhich resultsin a highermessageoverhead.

Whenthe panicmodeis turnedon, the numberof repliessentduring the Gatheringphaseincreasesmorewith

speedif a larger resiliency factoris used.The reasonfor this is the inversionproblem;whena nodehasonly a few

parentsits time-outis shorterandit thereforehasa higherprobability that the links to its parentsstill exist. This has

theeffect thata network usinga largerresiliency factorentersthepanicmodefor lower speedsthannetworkswith a

smallervalueof Ù : theincreasein thenumberof messagesfor Ù�'ëÝ , ì , and í , occursalreadyat0.7m/s,whereasthe

increasefor Ù�'4+ and Ù´'2å doesnot occuruntil 1.2and1 m/s,respectively. Thenumberof repliesdropfor higher

speedssincethenetwork is no longersemi-stable.More links arethusbrokenandfewer nodesenterthepanicmode

by receivingGathResp messagessentby othernodesin panicmode.

18



45

50

55

60

65

70

75

80

85

0 0.2 0.4 0.6 0.8 1 1.2 1.4

#
R
e
p
l
i
e
s

Speed m/s

#Replies Sent (Panic Off, -10dBm)

s
e
m
i
-
s
t
a
b
l
e

u
n
s
t
a
b
l
e

1 parent 
2 parents
3 parents
4 parents
5 parents

0

50

100

150

200

250

300

350

400

450

500

0 0.2 0.4 0.6 0.8 1 1.2 1.4

#
R
e
p
l
i
e
s

Speed m/s

#Replies Sent (Panic On, -10dBm)

s
e
m
i
-
s
t
a
b
l
e

u
n
s
t
a
b
l
e

1 parent 
2 parents
3 parents
4 parents
5 parents

Figure 8. Number of GathResp messa ges sent for -10 dBm transmission power, and diff erent
values of the resilienc y factor Ù .

0

20

40

60

80

100

0 0.2 0.4 0.6 0.8 1 1.2 1.4

%
N
o
d
e
s
 
D
i
s
c
o
v
e
r
e
d

î

Speed m/s

%Nodes Discovered (Panic Off, -10dBm)

s
e
m
i
-
s
t
a
b
l
e

u
n
s
t
a
b
l
e

1 parent 
2 parents
3 parents
4 parents
5 parents

0

20

40

60

80

100

0 0.2 0.4 0.6 0.8 1 1.2 1.4

%
N
o
d
e
s
 
D
i
s
c
o
v
e
r
e
d

î

Speed m/s

%Nodes Discovered (Panic On, -10dBm)

s
e
m
i
-
s
t
a
b
l
e

u
n
s
t
a
b
l
e

1 parent 
2 parents
3 parents
4 parents
5 parents

Figure 9. Percenta ge of nodes disco vered for -10 dBm transmission power, and diff erent values
of the resilienc y factor Ù .

Figure9 shows the percentageof nodesdiscoveredby the protocol. Without the panicmode,the percentageof

nodesdiscovereddecreaseswith anincreasein speed.This is becausethenodesareno longerconnectedusingstable

links alongthemesh.We canalsoseethattheinversionproblemcausesbetterperformancefor a smallervalueof the

resiliency factorat speedsgreaterthan0.6 m/s. Again, theshortertime-outresultsin moreinformationreachingthe

coordinator.

Whenthepanicmodeis turnedon, thepercentageof nodesdiscoveredis significantlyhigherthanthepercentage

of stablelinks discovered.This is dueto the fact thatonly onelink to or from thenodehasto bediscoveredfor the

coordinatorto learnabouttheexistenceof thenode.

Note that in Figure7, 8, and9 the protocolhasa similar performancefor Ùë'ïì and Ùë'ðí . This is because

thenodesonly have aroundfour neighbors,andthey canthereforenot have morethanfour parentseventhoughfive

parentsarepermittedby theprotocol.
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6.2 TransmissionPower: -6 dBm
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Figure 10. Percenta ge of stab le links disco vered for -6 dBm transmission power, and diff erent
values of the resilienc y factor Ù .

Thepercentageof stablelinks discoveredat a transmissionpower of -6 dBm is shown in Figure10. Becauseof a

strongertransmissionpower, thespeedsarenot largeenoughto show significantsignsof theinversionproblem.When

thepanicmodeis turnedoff andthenodesareallowedto have morethanoneparent,thealgorithmdiscoversnearly

all stablelinks. This is becausemostnodesarereachablethroughstablelinks alongthemeshfor all simulatedspeeds.

Whenthereis just oneparent,evena singlelink breakagecloseto thecoordinatorsignificantlydecreasesthenumber

of links discovered. Whennodeshave morethanoneparentalternatepathsto the coordinatorareensured,andthe

meshis hencemorerobust.

Whenthepanicmodeis turnedon,all thestablelinks arediscoveredusinga resiliency factorof one,evenat high

speeds.Theinversionproblembecomesvisible for Ù×� å at speedsof 1.8m/sandabove. When Ù´'ñå , theprotocol

only discovers98%of thestablelinks (insteadof 100%when Ù�'ñ+ ).
The messageoverheadof the Gatheringphaseis shown in Figure11. When the panicmodeis turnedoff, the

algorithmsendsa messagealongall the links in the mesh. The numberof GathResp messagessentis therefore

equalto thenumberof links in themesh,andthusproportionalto theaveragenumberof parents.Theslightvariations

in thenumberof messagesaredueto differentmeshstructuresat differentspeeds.

Whenthe panicmodeis switchedon, the numberof GathResp messagessentis proportionalto the resiliency

factor, except in the casewhen Ù&'ò+ . This behavior canbe explainedusing the graphsin Figure10. Nearly all

the stablelinks arediscoveredwhenmorethanoneparentis allowed andso very few nodesenterthe panicmode.

Thereforemostof thetraffic flowsalongthemesh.However, when Ù�'ñ+ , thenumberof stablelinks discovereddrops

significantlyat higherspeeds.This is becausethemeshis muchmorefragile with only oneparentandsoit suffersa

numberof link breakages.To still beableto discover100%of thestablelinks, a largenumberof nodeshave to enter

thepanicmode.When ÙJ'6+ , thenumberof GathResp messagessentthereforeincreasesgreatlywith an increase

in speed.
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Figure 11. Number of GathResp messa ges sent for -6 dBm transmission power, and diff erent
values of the resilienc y factor Ù .

All nodesarediscoveredin all casesexceptfor at the highestspeed,whenthepanicmodeis turnedoff andonly

oneparentis allowed.In this case49out of the50 nodeswerediscovered.

6.3 TransmissionPower: -4 dBm
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Figure 12. Percenta ge of links disco vered for -4 dBm transmission power, and diff erent values
of the resilienc y factor Ù .

Figure12 shows thepercentageof stablelinks discoveredwhenthetransmissionpower is -4 dBm. In this casethe

averageneighborhoodof eachnodeis about17 andso thealgorithmperformsquitewell evenwhenthepanicmode

is turnedoff. Nearlyall thestablelinks arediscoveredwhenmorethanoneparentis allowed.When Ù�'ó+ , themesh

is quitefragileandvulnerableto link breakages.Theperformanceof thealgorithmis howevermuchbetterthanin the

-6 dBm caseshown in Figure10. With the panicmodeturnedon, the algorithmdiscoversall the stablelinks when

Ù�ô�í . Dueto theinversionproblem,thepercentagedropsto 98%startingat 1.8m/sfor a resiliency factorof five.
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Figure 13. Number of GathResp messa ges sent for -4 dBm transmission power, and diff erent
values of the resilienc y factor Ù .

The numberof GathResp messagessentduring the protocolexecutionis shown in Figure13. Whenpanic is

turnedoff, thenumberof GathResp messagesis equalto thenumberof links in themeshsincethereis exactly one

messageperlink in theGatheringphase.With thepanicmodeturnedon,themessageoverheadshowsa trendsimilar

to Figure11(noticethedifferentscaleon they-axis).Themessagecomplexity increaseswith increasingspeedswhen

thenumberof parentsallowedis greaterthan1. Thereasonis thatanincreasein thenumberof parentsgivesriseto

alternatepathsalongthemeshat high speeds.However, whenthereis just oneparent,a numberof links in themesh

break,causinga largenumberof nodesto enterthepanicmode. In thecaseof a transmissionpower of -4 dBm, the

effect is however lessseverethanin thecaseof -6 dBm,sinceeachnodehasmorereachableneighbors.

All nodesarediscoveredin all casesexceptfor at the highestspeed,whenthepanicmodeis turnedoff andonly

oneparentis allowed.In this case49out of the50 nodeswerediscovered.

7. RelatedWork

The problemof topologydiscovery hasbeenextensively studiedfor the Internet. Commercialsystems,suchas

HP’s OpenView [1] andIBM’ s Tivoli [2], automaticallygeneratethenetwork-layertopologyusingstandardrouting

information. Furthermore,in [5], the authorspresenta schemeusingSNMP MIB (ManagementInformationBase)

informationto discoverphysicaltopologyin multi-vendorIP networks,andanalgorithmto determinenetwork-layer

topology independentof SNMP is proposedin [13]. In ad hoc networks however, this problemhasbeenlargely

overlooked.

The problemof topologydiscovery in ad hoc networks is significantlydifferent than in wired networks. There

is no IP subnethierarchyandnodesmight have staleneighborhoodinformation. Additionally, thereis no popular

network managementprotocol,suchasSNMP, for ad hoc networks. Low overhead,on-demandrouting protocols,

suchasAODV[11] andDSR[10], alsodo not storeenoughstateto provide completetopologyinformation. On the

otherhand,link stateprotocols,suchasTBRPF[4]andOLSR[9], requireeachnodeto constantlymaintaina partial

topologyof thenetwork. This is anoverheadwhenthelink informationis requiredtemporarilyat a few nodes.Link
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staterouting protocolsalsoprovide only network layer topologyinformationandmight not be ableto discover the

completephysicalconnectivity of thenetwork. Themobility of nodesresultsin communicationpathsthatareprone

to frequentlink breakages.Theseconditionsmaketheproblemof topologydiscoveryextremelychallengingin adhoc

networks.

Therehashoweverbeensomework relatedto topologydiscovery for adhocnetworks. In [6], theauthorsprovide

a clusteringschemefor adhocnetwork management.Theprotocol,calledANMP, usesa distributedsetof nodesor

clusterheadsto maintainnodeinformation.ANMP attemptsto incorporatefeaturesof SNMP, andusesahierarchical

schemeto gathertopologyinformation. The clusterheadsaredynamicallychosenbasedon geographiclocationor

network connectivity. ANMP usestheMIBs at clusterheadsto gathertopologyinformation. However, this scheme

hasthe overheadof constantlymaintainingclusterheadsin the network. Additionally, the informationin the MIBs

might bestaledueto mobility andcouldfail to provideacompletelink informationof thenetwork.

In [8], a Uniform QuorumSchemefor mobility managementin ad hoc networks is proposed. The idea is to

dynamicallymaintainthenodelocationdatabasesamongthenetwork nodes.Thesenodesareself organizingandare

connectedthrougha virtual backbone.However, this protocolis designedfor locationandmobility management.It

doesnot providethecompletephysicallayerconnectivity of thenetwork.

Anothertopologydiscoveryalgorithmis presentedin [12]. Mobile agentsin thenodesperiodicallygathertopology

information and disseminateit to all the other nodesin the network. However, this schemedoesnot provide an

instantaneoustopologyof thenetwork. This algorithmis alsoextremelyintensive in time andmessagesto discovera

completetopologyof thenetwork.

It shouldhoweverbementionedthatnoneof thetheaboveprotocolsweredesignedto solve theparticularproblem

of topologydiscovery we discussin this paper. All the above approacheslook at differentvariantsof topologydis-

covery asthey do not aim to discoverall thelinks in thenetwork. Thetopologyinformationis movedamongnodes

in thenetwork dependingon theconnectivity andtraffic in areasof thenetwork. In this paperwe look at a different

problemwherethe entiretopologyinformationhasto be learnedat a few pre-specifiednodes.Previousapproaches

describedabovedo not provideanefficient infrastructureto solve this problem.

[7] attemptsto solveourproblemof topologydiscovery. It providesaprotocol,calledTopDisc,to discovertopology

in sensornetworks. A hierarchicaltree-basedclusteringschemeis usedto gatherneighborhoodinformationfrom all

the sensornodes. However, this protocolprovidesonly a partial link informationof the network. It alsoassumes

a reliablebroadcastmechanism,which hasnot yet beendevelopedfor ad hoc networks. The treestructureusedby

TopDiscis alsounstableandsusceptibleto link breakagesbecauseof mobility in thenetwork.

8. Conclusion

In this paperwe have defineda precisesystemmodelandproblemstatementfor thetopologydiscovery problem.

We have also presenteda reliableprotocol for topology discovery in wirelessnetworks. The protocol consistsof

two phases;the first phasediffusesthe initial topologyrequestmessageacrossthe whole network and the second

propagatesthe neighborhoodinformationbackto the initiating node. The secondphasepropagatesthe information

usinga meshstructurebuilt duringthefirst phase.This meshcanbeusedfor any kind of datagatheringapplication,
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Symbol Description Sec.� � total numberof nodes 2� � total numberof wireline nodes 2��$ total numberof gatewaynodes( � �J* � �Ê* � � ) 2� � total numberof mobilenodes 2� total numberof wirelessnodes( ��$ 3 � � ) 2� ; wireline nodei 2! ; mobilenodei 2- ; gatewaynodei 25 ; wirelessnodei 2?�@ :<A @�B �C>D	 senderof message> 2.1A @V?GF ��>J	 recipientof message> 2.1H/I���>J	 time atwhich message> wassent 2.1K�I��C>D	 time atwhich message> wasreceived 2.1LNMPO �C>D	 time atwhich theacknowledgementof message> wasreceived 2.1U one-waymessagetime-outdelay 2.2W�����ÂºÃª	 link betweennode 5�; and 5 T 2.3?GF\[^]`_�@ ��WN�C��ÂºÃª	�Â®Yª	 stablelink 2.3A � ?�¡�¢ :�: @V¡`F\@ A���WN�C��ÂºÃª	`ÂdY²	 disconnectedlink 2.3ä : ?�F\[^]`_a@ ��W�����ÂºÃª	`ÂdY²	 unstablelink 2.3BE@V[²¡GÎ¬[^]`_a@ �º5 ; Âd5DTwÂ®Yª	 node 5 ; reachablefrom 5DT 2.3?GF\[^]`_�@ ��Yª	 stablenetwork 2.3?�@ >�� * ?GF\[^]`_�@ ��Yª	 semi-stablenetwork 2.3M
coordinatornode 3Y run-timeinterval of theprotocol 3I topologypredicate 3

R1 topologydiscoveryrequirement 3
R2 topologydiscoveryrequirement 3
DiffReq messagesentin theDiffusionphase 4.1
DiffAck acknowledgementmessagepartof thereliablebroadcastin theDiffusionphase 4.1
GathResp messagesentin theGatheringphase 4.1Ù -resilientmesh datastructurebuilt in theDiffusionphase,andusedin theGatheringphase 4.2.1Ù theresiliency factorof a mesh,i.e., themaximumnumberof parentsallowed 4.2.1O

theupperboundon Ù 4.2.1� theaveragenumberof neighbors 5.2

Table 3. Symbols used in this paper.

andis not limited to topologydiscovery. Themessagecomplexity of theprotocolis ������	 in astablenetwork with �
nodes,andit slowly degradesto aworstcaseof ���a���  	 whenthenodesaremoremobile.Weshow thattheprotocol

discoverscloseto 100%of thestablelinks and100%of thenodesin thetargetedapplications.

References

[1] HP Openview, http://www.openview.hp.com/.

[2] IBM Tivoli, http://www.tivoli.com/.

[3] R. Bagrodia,R. Meyer, M. Takai, Y. Chen,X. Zeng, J. Martin, B. Park, and H. Song. Parsec: A parallel

simulationenvironmentfor complex systems.IEEEComputer, 31(10):77– 85,October1998.

24



[4] B. Bellur andR.G.Ogier. A reliable,efficienttopologybroadcastprotocolfor dynamicnetworks.In Proceedings

IEEEINFOCOM1999, March1999.

[5] Y. Breithart,M. Garofalakis,C. Martin, R. Rastogi,S. Seshadri,andA. Silberschatz.Topologydiscovery in

heterogeneousIP networks. In ProceedingsIEEEInfocom2000, volume1, pages265–274,2000.

[6] W. Chen,N. Jain,andS.Singh.ANMP: Ad hocnetwork managementprotocol.IEEEJournalonSelectedAreas

in Communications, 17(8):1506– 1531,August1999.

[7] B. Deb, S. Bhatnagar, and B. Nath. A topology discovery algorithm for sensornetworks with applications

to network management.TechnicalReportTechnicalReportDCS-TR-441,Departmentof ComputerScience,

RutgersUniversity, May 2001.

[8] Z. J.HaasandB. Liang. Ad hocmobility managementwith uniform quorumsystems.IEEE/ACM Transactions

on Networking, 7(2):228– 240,April 1999.

[9] P. Jacquet,P. Muhlethaler, A. Qayyum,A. Laouiti, L. Viennot,andT. Clausen. Optimizedlink staterouting

protocol.http://www.ietf.org/internet-drafts/draft-ietf-manet-olsr-04.txt, March2001.

[10] D. B. JohnsonandD. A. Maltz. DynamicSource Routingin Ad Hoc WirelessNetworks. Kluwer Academic

Publishers,1996.Chapter5, pp.153-181.

[11] C. E. PerkinsandE. M. Royer. Ad hoc on-demanddistancevectorrouting. In Proceedingsof the 2nd IEEE

WorkshoponMobileComputingSystemsandApplications, pages90–100,February1999.

[12] R. RoyChoudhury, S. Bandyopadhyay, andK. Paul. A distributedmechanismfor topologydiscovery in adhoc

wirelessnetworksusingmobileagents.In IEEE First annualworkshopon Mobile andAd HocNetworkingand

Computing(MobiHoc), pages145–146,2000.

[13] R. Siamwalla,R. Sharma,andS.Keshav. DiscoveringInternettopology. CornellUniversity, 1999.

[14] J.Tourrilhes.Robustbroadcast:improving thereliability of broadcasttransmissionsonCSMA/CA. In Proceed-

ingsof the9thIEEEInternationalSymposiumonPersonalIndoorandMobileRadioCommunications, volume3,

pages1111–1115,September1998.

[15] X. Zeng, R. Bagrodia,and M. Gerla. GloMoSim: A library for parallel simulationof large scalewireless

networks. In Proceedingsof the 12th Workshopon Parallel and DistributedSimulation, pages154–161,May

1998.

25


