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Abstract

Simulating multiple scattering correctly is important for accurate
rendering of hair. However, a volume of hair is a difficult scene to
simulate because scattering from an individual fiber is very struc-
tured and forward directed, and because the radiance distributions
that arise from many such scattering events remain quite direc-
tional. For these reasons, previous methods cannot compute ac-
curate images substantially faster than Monte Carlo path tracing.
This paper proposes a new physically accurate method for ren-

dering hair that is based on previous volumetric photon mapping
methods. The first pass generates a photon map by tracing particles
through the hair geometry, depositing them along paths rather than
at scattering events. The second pass ray traces the hair, computing
direct illumination and looking up indirect radiance in the photon
map. Photons are stored and looked up in 5D position-direction
space to allow for the very directional radiance distributions that
occur in hair. Together with a new radiance caching method for
fibers, our method simulates difficult scattering problems in hair
efficiently and with low noise.
The new algorithm is validated against path tracing and also

compared with a photograph of light scattering in real hair.

CR Categories: I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Shading

Keywords: hair, physics-based rendering, multiple scattering,
photon mapping, density estimation

1 Introduction

Multiple scattering is important in accurate rendering of hair. Par-
ticularly for light-colored hair, which is strongly forward scattering,
multiple scattering contributes a large fraction of the overall color.
However, because of the geometric and optical complexity of hair,
most approaches to simulating multiple scattering fail to provide
a correct and efficient solution, and it is quite rare in practice to
account properly for multiple scattering when rendering hair.
Multiple scattering in hair is difficult for several reasons. Scat-

tering from individual fibers is forward-scattering, and the structure
of the scattering function tends to preserve directional variation in
the radiance field. Visibility in hair is also extremely complex. On
the other hand, one can readily observe that the effects of multiple
scattering are smooth, producing a glow that fades gradually from
the point where light enters the hair. As with subsurface scattering
in translucent materials [Jensen et al. 2001], this smoothness in-
vites more efficient computational approaches that average over the
details of the individual hairs.

Figure 1: A photograph demonstrating multiple scattering in a
blond ponytail. The color and translucent glow of the hair cannot
be captured using only direct illumination.

In this paper we propose a new approach to rendering hair
with multiple scattering that combines explicit geometry of strands,
which is required for views with individual fibers visible, with a
smooth volumetric representation of the scattered radiance field
within the hair. This representation, based on a generalization of
volume photon mapping, is constructed by tracing paths from the
light source through the hair and depositing photons in a geomet-
ric data structure. Unlike previous photon maps, our method stores
and looks up photons by both position and direction, estimating
their density in 5D space. This approach treats directional variation
in the scattered radiance field on an equal basis with spatial vari-
ation, which is important because both the scattering function of
the fibers and the radiance distribution in the volume are strongly
directional. Another difference from previous work is that photons
are deposited all along particle paths, rather than just at the inter-
action sites. The resulting photon density gives radiance directly,
avoiding a difficult-to-correct dependence on hair density and mini-
mizing boundary bias near the surface of the hair assembly. Finally,
we incorporate a new fiber radiance cache, analogous to an irradi-
ance cache in traditional photon mapping, that allows illumination
computations to be reused whenever possible. Together, these inno-
vations lead to an accurate method that is 1–2 orders of magnitude
faster than Monte Carlo path tracing, the only method previously
available for rendering these scenes correctly.

We validate our new method by comparing its output to the
results of Monte Carlo path tracing and to a photograph of light
spreading through real hair.
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2 Prior Work

Our main goal in this work is to render human hair accurately. Pre-
vious work in hair rendering has focused on shadowing [Lokovic
and Veach 2000] and direct illumination [Kajiya and Kay 1989;
Marschner et al. 2003]. Kajiya and Kay’s simple shading model can
be used for rendering black hair accurately, and Marschner et al.’s
model, which accounts for transmission and internal reflection, can
be used for dark hair. However, even though the latter model ac-
curately describes scattering from blond or white hair, these colors
can’t be rendered accurately with only single scattering. Our work
incorporates the model put forth by Marschner et al. into a new par-
ticle tracing based technique that makes the accurate appearance of
all hair scenes possible and practical. Multiple scattering in hair
was also discussed by Zinke et al. [2004], but that paper focused
on converting the model of Marschner et al. to a near-field scatter-
ing model, without proposing rendering methods other than Monte
Carlo path tracing.
A key idea presented in our work is treating multiply scattered

light as a continuous distribution. This approach is shared by meth-
ods for rendering participating media. For optically thick media
like marble or milk, light transport can be approximated as a diffu-
sion process, on the assumption that penetrating light will become
isotropic [Stam 1995; Jensen et al. 2001]. However, this assump-
tion does not hold in a volume representing hair, as light scattering
in an assembly of hair remains strongly directional even after sev-
eral interactions. Another class of methods, including volumetric
path tracing [Kajiya and Herzen 1984] and volumetric photon map-
ping [Jensen and Christensen 1998; Jensen 2001], simulate scatter-
ing events in a medium based on a known density and phase func-
tion that may vary spatially. But in a volumetric representation of
hair, both the density and the phase function depend on position and
direction, and neither is known a priori. These fundamental differ-
ences prevent these and other traditional rendering techniques from
being directly applied to hair.
Our particle tracing algorithm deposits photons uniformly along

particle paths. A related modification to particle tracing is storing
the path segments themselves in a ray map [Havran et al. 2005].
However, this technique has not yet been demonstrated to work
with participating media, nor in the dense and complex geometry
associated with hair. Our photon map also uses a 6D tree struc-
ture to locate photons nearby in both position and direction. Such
high-dimensional structures have been successfully used to incor-
porate time-dependent effects into photon mapping [Cammarano
and Jensen 2002], and to store directional illumination information
for accelerating Monte Carlo ray tracing [Lafortune and Willems
1995].
Ray tracing can be accelerated by caching illumination informa-

tion during rendering and interpolating nearby illumination values
from the cache whenever possible. Ward [1988] proposed caching
indirect irradiance for ray tracing diffuse interreflection, and later
improved the cache using hemispherical sampling [Ward and Heck-
bert 1992]. Support for glossy materials has also been incorpo-
rated, by caching directional incoming radiance rather than irradi-
ance [Krivanek et al. 2005]. These techniques are similar in spirit
to our proposed fiber radiance cache, but because they interpolate
across surfaces they do not directly apply to assemblies of hair
fibers where interpolation can only be done along individual fibers.

3 Multiple Scattering in Hair

Individual human hair fibers have a very distinctive scattering func-
tion. Measurements have shown that a large fraction of the light
scattered from light colored fibers goes into the hemisphere facing
away from the light source, and that the scattered light is confined to
the fairly sharply defined cone of directions with inclinations near

Figure 2: The three significant modes of scattering from a single
hair fiber. The R mode is a surface reflection, the TT mode is trans-
mission through the fiber, and the TRT mode is internal reflection.
Radiance emerges roughly in the specular cone, remaining highly
directional. For light colored hair the TT lobe contains a large frac-
tion of the energy, making the scattering function strongly forward
scattering.

that of the incident direction [Marschner et al. 2003].1 Figure 2 il-
lustrates this property. This highly directed, strongly forward scat-
tering behavior leads to spatially spread out but still directionally
focused radiance distributions in hair, breaking the assumptions on
which previous efficient rendering algorithms for participating me-
dia are based.
Multiple scattering has important consequences for the appear-

ance of hair, with significance that increases as the albedo of the
strands goes up. In a strongly forward scattering material, we may
expect to see a large contribution frommultiple scattering compared
to single scattering, since the majority of the incident energy is scat-
tered into the material where it cannot be directly observed. As with
diffusion-type multiple scattering in homogeneous media, such as
most translucent solids, the multiply scattered light both contributes
to the aggregate albedo of the hair and causes a spatial spreading of
the light, softening geometric features and blurring hard shadow
edges. The first of these effects is apparent in the results in Fig-
ure 10, as the overall reflectance in the direct illumination image is
significantly less than that of the images with indirect illumination
included. The second effect can be observed in Figure 8, a log-
scaled photograph of a blond hair assembly illuminated by a sharp-
edged spot of light. A translucent-like glow can be seen around
the edges of the spot, indicating that light travels over significant
distances through the hair before it emerges. Both of these effects
must be contributed by multiple scattering.
Scattering in hair is very different from scattering in more

isotropic media, however, because of the fibers’ distinctive scatter-
ing properties. Unlike materials with no oriented structure, in which
only the scattering angle matters, scattering in hair depends strongly
on orientation. Light in hair is scattered much more broadly in the
azimuthal direction and remains tightly focused in the tangential
direction. This means that the spread of light through the hair is
anisotropic—it spreads faster across the strands than along them.
This effect may be observed in Figure 8. The angular distribution
of light also remains quite directional even after several scattering
events.

3.1 Modeling radiance in hair volumetrically

Because hairs passing through a small volume are arranged fairly
randomly in space—though their directions are often closely
aligned—we expect that the incident radiance distribution arriving
at any given hair from the other hairs around it is statistically simi-
lar to what would be observed if the hair were in a slightly different
location. That is, we assume that the incident radiance on a hair

1The surface structure of hair fibers directs the reflected components to
slightly different cones, but for general discussion of scattering we will think
of all scattered light being roughly in the specular cone.
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can be treated as a smooth function of its position, even though
the exact radiance field in a hair volume is very discontinuous. In
regions where hairs are pressed tightly together, such as where a
ponytail is bound by a rubber band, the fibers may tend to pack in a
semi-ordered structure, which could invalidate this smoothness as-
sumption, but for the more typical regions of loosely packed hair it
seems reasonable.
This assumption of smoothness underlies our approach to accel-

erating the computation of multiple scattering: to evaluate the con-
tribution of multiple scattering to the image, we need to represent
the function Ls(x,ω) that gives the average indirect radiance ob-
served from points near the 3D point x when looking in directions
near the directionω . Because of the assumption of smoothness, this
average will generally be computed over a volume of radius consid-
erably larger than the spacing between hairs, and over a solid angle
at least as wide as the width of the cone in the hair’s scattering func-
tion. Note that Ls is a function on a 5D domain (three spatial and
two angular dimensions). Direct illumination from light sources
is not included in Ls. The next section discusses our approach to
precomputing and representing this function.

4 Simulating Multiple Scattering in Hair

Our rendering system is based on modeling scattering from one-
dimensional fibers using a scattering function. This means we dis-
regard variation in radiance across the width of a fiber, computing
only the average radiance and treating the fiber as having that ra-
diance across its entire width. To determine that radiance, we inte-
grate the scattering function against the incident light distribution:

Lo(x,ωo) =
∫
S2
fs(ωi,ωo)Li(x,ωi)sin(ωi,u)dωi. (1)

Here Lo(x,ωo) is the outgoing radiance in direction ωo, and
Li(x,ωi) is the incident radiance from direction ωi. Since the in-
cident light is assumed constant across the fiber’s width, Li and Lo
are both described at a single point x on the fiber. The scattering
function fs describes how light from the direction ωi is distributed
over exitant directions ωo, and sin(ωi,u) is the sine of the angle be-
tween the incident direction and the fiber tangent u. The integral is
taken with respect to solid angle.
To separate out the direct illumination, which has different char-

acteristics from the indirect, we express Li as a sum of direct and
scattered light, Ld +Ls. This separates the rendering integral into
two pieces, which we evaluate independently:

Lo(x,ωo) =
∫
S2
fs(ωi,ωo)Ld(x,ωi)sin(ωi,u)dωi +∫

S2
fs(ωi,ωo)Ls(x,ωi)sin(ωi,u)dωi. (2)

Both integrals are evaluated using Monte Carlo integration. For
the direct illumination integral, random directions toward light
sources are chosen and fs is evaluated using the approximation of
Marschner et al. [2003]. For the indirect illumination integral, ran-
dom directions are chosen according to fs by the cylinder model
described below, and the incoming radiance Ls(x,ωi) is evaluated
using a 5D photon map lookup, also described below.

4.1 Scattering functions for fibers

Our system uses two slightly different approximations to the scat-
tering function of a hair fiber: one for evaluating the scattering func-
tion (as for direct illumination) and the other for generating random
directions according to the scattering function. For evaluation, we

use the model of Marschner et al., which uses a number of approx-
imations to make it practical to compute. It is not simple to gen-
erate random directions proportional to this model, though, yet it
is straightforward to generate random directions using the cylinder
model that the scattering model approximates.
Therefore, when we need to generate random scattered direc-

tions we simply trace rays through an elliptical cylinder, simulating
surface scales and roughness by rotating and jittering the normals
at each interaction. Reflection or refraction is chosen according to
the appropriate probability at each interface. The ray intersection
computations are done in isolation from the rest of the geometry,
leading to an efficient procedure for choosing random directions.
There is a small difference between these two scattering func-

tions (that which is evaluated and that which is the probability den-
sity function of the scattered directions), and this could in principle
affect the comparison of our method to the path tracer.

4.2 Photon mapping for hair

We use a two-pass method to compute the illumination on visible
hairs due to multiple scattering. In the first pass, particles are traced
from light sources into the hair volume and followed through mul-
tiple scattering events, and their positions and directions are stored
into a 5D hierarchical data structure to record the flow of particles
through space. In the second pass a density estimate is performed
simultaneously in position and direction to estimate the radiance
arriving at a hair from a particular direction.
The method is most closely related to volume photon map-

ping [Jensen and Christensen 1998], but there are several important
differences. First, all ray tracing is done using geometry; no con-
tinuous medium is used. Second, we deposit photons along the par-
ticle paths with uniform probability, rather than at the interactions
themselves. Third, we use a 5D density estimate rather than 3D,
to better handle strong directional variations in radiance. Together
these changes result in a weighted photon density that is simply
equal to the indirect radiance Ls(x,ω).

Depositing photons During particle tracing, photons are gen-
erated along the path of each particle with a constant probability
per unit length. We use Russian Roulette to terminate the paths,
so that the weights of the photons remain constant.2 In this way,
the expected number of photons recorded in a particular volume
with directions in a particular solid angle is directly proportional to
the total length of particle paths within that volume and solid an-
gle. This path length is in turn proportional to particle flux, and for
suitably small volumes and solid angles the density of particles is
an estimate of the radiance. Note that depositing photons in this
fashion avoids any bias near the surface of the hair, as photons are
placed along paths until they exit the bounding volume.
In volumetric photon mapping, particles are conventionally

stored at each scattering event, producing a density that is propor-
tional to the amount of outscattered radiance [Jensen and Chris-
tensen 1998]. The photon map is then used to estimate the inscat-
tering term of the volume rendering equation, which redistributes
the outscattered radiance, so this density is exactly what is needed.
In our application, however, since the individual scatterers (fibers)
are visible, we intend to use the photon map to compute illumina-
tion on an individual fiber. To do this we must estimate the radi-
ance distribution in the volume before it interacts with the hair. If
photons are placed in the map when paths interact with hairs, their
powers must be divided by the local hair density in their direction
in order for photon density to be used to illuminate fibers [Jensen

2The colored absorption in the fibers causes the weights in channels with
higher absorption to decrease and those in less absorptive channels to in-
crease as photon depth increases, but the average weight is fixed.
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Figure 3: Depositing photons in the photon map. Top: depositing
photons at interaction points, as done in previous work, results in
a photon density that is proportional to the hair density, which is
difficult to correct for. Bottom: depositing photons uniformly along
paths results in a photon density that is proportional to radiance.

and Christensen 1998]. As we show in the next section our pho-
tons therefore need to carry a quantity that is power times distance.
The difference in units is due to the factor of the volume scattering
coefficient σs, with units of inverse distance, that is built into their
density [Jensen 2001].

Photon storage and density estimation In conventional pho-
ton mapping, photons generated during the particle tracing pass are
stored in a 3D tree, so that the n nearest photons to a given 3D point
can be found efficiently. The photons are selected without regard
to direction. For anisotropic scattering, nonuniformity in the distri-
bution of photon directions is then handled by weighting the col-
lected photons by the scattering function for the photon’s direction
[Jensen and Christensen 1998]:

(ω ·∇)Lin(x,ω) ≈
n

∑
p=1

fs(x,ωp,ω)
3Pp
4πr3

(
W
m3sr

)
, (3)

where Lin is inscattered radiance, Pp is the power of photon p, and
r is the radius of the smallest sphere centered at x that contains all
n photons.
This reweighting procedure works well if radiance is mildly di-

rectional or the scattering function is fairly isotropic. But it per-
forms poorly when the radiance distribution is highly directional
and the scattering function has strong peaks. If most of the nearby
photons are traveling in directions that don’t align with the peaks
of the scattering function, very few photons will contribute sig-
nificantly, leading to high variance. The situation is analogous
to rendering reflection from a specular surface using samples dis-
tributed according to the incident light distribution [Veach and
Guibas 1995].
A 3D photon map reduces noise through smoothing in the spa-

tial dimensions, but has no similar mechanism for smoothing in the
angular dimensions. In estimating the scattering integral the indi-
vidual photons are treated as point samples. In our system we solve
this problem by performing density estimation with respect to posi-
tion and direction together (Figure 5). We retrieve a set of photons
that are nearby in space to a particular point and also nearby in angle
to a particular direction, and use their density to directly estimate
radiance in that position and direction. This density is measured
in the 5D space that is the Cartesian product of the set of possible

Figure 4: A 5D lookup in 6D Euclidean space. In 3D posi-
tion space, a lookup of radius r simply encompasses a volume of
4πr3/3. In the 3D space of direction vectors, a corresponding
lookup of radius r/

√
w centered at a point on the unit sphere will

include a 2D circular solid angle of size πr2/w. Thus the total 5-
volume contained in the lookup is the product of this solid angle
and 3D volume.

directions (the direction sphere) with the set of possible positions
(3D Euclidean space).
To perform this new type of density estimate we must efficiently

locate photons near a point in 5D space, then calculate the size of
the region in which they were found. Both these operations require
choosing a metric for position-direction space.
To allow the use of a simple spatial data structure, we embed the

5D space in 6D Euclidean space by representing the directions as
unit vectors. That is, the point (p,ω) is represented by the 6-tuple
(px, py, pz,ωx,ωy,ωz). This embedding is convenient because it is
easy to define a circular solid angle around a direction ω: it is the
intersection of a sphere centered at ω with the direction sphere (see
Figure 4). The solid angle (that is, the area on the direction sphere)
that is selected by a lookup of radius r around a given direction
vector is

Ω =

{
πr2 0≤ r < 2
4π 2≤ r

. (4)

Once the lookup region has a radius of 2, it envelops the entire
direction sphere, and so further increases in radius have no effect.
These 6D points are stored in a 6D tree (that is, a k-D tree with

k = 6), which is a straightforward generalization of the usual 3D
tree that allows for efficient n-nearest-neighbor queries using rea-
sonable metrics in 6D Euclidean space.
Because the dimensions of position-direction space are not all

of the same type, choosing a metric defines a conversion between
distances and angles. If one pair of photons with the same direc-
tion has positions separated by a distance r, while a second pair of
photons with the same position has directions separated by an angle
θ , the metric must choose which pair is closer. This establishes a
key tradeoff between directional and spatial resolution in our algo-
rithm, which we control by explicitly defining a weight w that can
be used to adjust the relative importance of direction and position
in the metric.
Since we actually define and apply the metric in the 6D space in

which the photons are stored, we also must ensure that it is easy to
compute the 5-volume of the region of position-direction space that
falls within a particular distance according to the metric. For our
metric we chose the maximum of the Euclidean metrics in position
and direction space, compared using the weight w:

d((p1,ω1),(p2,ω2)) =max(‖p1− p2‖,
√
w‖ω1−ω2‖). (5)

The weight w is defined so that a distance of
√
w in position

space equates to a distance of one unit in direction space. The
value of w will depend on the scene’s scale, and has units of m

2

sr .
In practice, w is chosen to provide a desirable combination of spa-
tial and angular accuracy for a particular scene. It also is often
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Figure 5: A 2D example of gathering photons in both position and
direction. The smaller-radius gather on the left collects photons that
have directions that fall within a particular angle from the lookup
direction and also have positions that fall inside a circle centered at
the lookup point. When the radius increases on the right, the area
and the angle of the gathered region grow together.

useful to choose w and a maximum lookup radius rmax such that
rmax ≤

√
2w to prevent any photon lookup from encompassing a

solid angle greater than one hemisphere.
With the metric proposed above, a 5-ball is simply the Cartesian

product of a 3D sphere with a circular solid angle. The 5-volume is
then just the product of the two volumes:

V (r) =
(

πr2

w

)(
4π
3
r3

)
=
4π2

3w
r5. (6)

Other choices of metric certainly exist, such as 6D Euclidean
distance. This would provide a continuous trade off between space
and direction that could select points spatially close yet distant in
direction as well as points nearby in direction but far away in space.
This behavior, while possibly desirable in some situations, makes it
more difficult to reason about the extent of the lookup, and compli-
cates the calculation of the 5-volume.
If we let Qp be the value of photon p with units of W · m, then

the estimated radiance corresponding to a 5D lookup of n photons
that are found in a 5-ball of radius r is:

L̃s(x,ω) =
n

∑
p=1

3wQp

4π2r5

(
W
m2sr

)
. (7)

It is important to set a maximum radius for lookups to prevent
lookups in very dark areas from wasting time searching very large
5-volumes to find enough photons [Jensen 2001].
One important implication of a 5D lookup volume is that as the

number of photons in the map increases, the radius shrinks very
slowly, as the inverse fifth root of the number of photons. To double
resolution, the number of photons must increase by a factor of 32.
By comparison, normal volume photon mapping requires a factor
of 8 increase to double resolution, and surface photon mapping only
4.

4.3 Radiance caching for hair

Ordinary surface photon mapping gains a great deal of efficiency
from irradiance caching [Ward et al. 1988], which allows expensive
final gather computations to be reused across a smoothly varying
illumination field on a surface. Without an irradiance cache, a great
deal of computation is wasted performing final gathers on nearly
identical illumination fields for adjacent points on the same surface.
Our system shares the same property: close-together viewing

rays will generally land in spatially close-by positions and if sim-
ilar scattered directions are chosen, will wind up gathering nearly

Figure 6: The fiber radiance cache. Cached radiance values are
stored at points on fibers, and they can be reused for other sample
points on the same fiber that are within a distance determined by
the radius of the photon lookup used to compute them.

the same sets of photons. However, in hair there is no assump-
tion of diffuse illumination, and the scattering functions of adjacent
hairs can be quite different from one another (if the properties of
the fibers vary, or if there is eccentricity and the hairs have different
orientations). This generally prevents direct reuse of results from
one hair when rendering another hair, even if it is only a fraction
of a millimeter away. However, along the fibers we may expect the
scattered radiance to vary as smoothly as the incident light distribu-
tion varies with respect to space, provided the amount of fiber twist
is small over the typical distance of interpolation.
Taking these constraints into account, our method incorporates a

fiber radiance cache that allows for reuse of previously computed
scattered radiance values for additional rays that hit the same fiber.
The idea is simple: each fiber has a list of radiance samples, and
if a ray lands between two samples and is close enough to both,
its radiance will be interpolated from those samples. If there are
no nearby samples, its radiance is calculated using the photon map
and the result is added to the cache. If there is exactly one nearby
sample, radiance is calculated at a point farther along the fiber and
cached, so the radiance at the original point can be interpolated
from the cache. The maximum reuse distance for a cached radiance
value is defined as a fixed fraction of the minimum photon map
lookup radius used in computing that value; we have generally used
the fraction 0.5, so that a sample can be interpolated only from
samples whose lookup volumes all overlap by at least a full radius.
Figure 6 illustrates the basic cache behavior, and the cache logic is
detailed in pseudocode in Figure 7.
To prevent the radiance cache from occupying a lot of memory,

the image is computed in blocks, and the cache is emptied before
starting each block. The per-fiber sample lists are stored in a hash
table by fiber ID, so only as many lists as there are visible fibers in
one block will ever be created. In general, the cache performed very
well in our test cases, reducing the number of photon map lookups
per block by 90% or more. Further details on performance can be
found in the results section.

4.4 Algorithm recap

We now summarize our new method in its entirety. Pseudocode is
also included in Figure 7.
The particle tracing pass takes as parameters the total desired

photon count and the mean distance d between photons along a
ray. Paths are generated through the hair volume, using the cylin-
der model to generate the scattered direction at each interaction.
After the first interaction, photons are deposited randomly along
the path, one in every interval of length d along the path. The pho-
tons are generated even in empty space, so a bounding volume is
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Figure 7: Pseudocode of the new rendering method.

used that extends at least the maximum lookup radius beyond the
hair in all directions; photons are only deposited until the ray exits
the volume.3 This process is continued until the desired number of
photons have been stored.
The rendering pass traces eye rays into the hair volume, and at

the first intersection it computes direct illumination using the scat-
tering model. It combines this with the scattered radiance from the
hair at that point, which it first attempts to interpolate from the fiber
radiance cache. If this is not possible, the illumination computation
proceeds by generating a fixed number of directions according to
the cylinder scattering procedure and performing a 5D photon map
lookup for each direction. Each of these yields a radiance estimate,
which are then averaged together weighted by the attenuation from
the scattering procedure to get the result. We use enough directions
to get a low-variance estimate that is then added to the cache, to be
later interpolated for nearby calculations on the same fiber.

5 Results

To validate this new rendering technique, we developed a number
of test scenes that include lighting of highly complex hair geom-
etry from the front, from the back, and from a sharp-edged spot-
light. In each case, we compare our result to a result from a Monte
Carlo path tracer that generates paths using the cylinder scatter-
ing procedure and calculates direct illumination using the approxi-
mation from Marschner et al. [2003] at each interaction. In each
scene, the hair fibers have identical properties: the radius is 41
µm, the eccentricity is 0.9, the azimuthal orientation is chosen ran-

3If the bounding volume is not convex, the ray must still be traced to see
if it re-enters the volume.

domly, and the color is reddish blond, with absorption coefficient
σa = (0.03,0.11,0.2) per hair radius in the spotlight scene, σa =
(0.045,0.11,0.2) in the backlit scene, and σa = (0.03,0.07,0.15) in
the frontlit scene. All photon mapped images were rendered with
64 eye rays per pixel for anti-aliasing. Details of the parameters
used for the photon map in each of the scenes are listed in Table 1.
The first test scene consists of several thousand nearly parallel

hair fibers illuminated perpendicularly by a spotlight 2 cm in di-
ameter from a distance of 1 m. The camera is positioned 40 cm
from the center of the hair, in a direction 15◦ toward the root of
the fibers. Figure 8 shows the results of the path tracer and of our
new method. Both results appear quite similar, displaying impor-
tant features that result from multiple scattering. The presence of
light outside the spotlight must be due to multiple scattering, and its
spreading primarily across the fibers is consistent with the discus-
sion in Section 3. The increased amount of light toward the top of
the image (toward the camera) is indicative of the strong direction-
ality of the scattered radiance field. While the new photon mapping
method does introduce a small amount of blur, the fine features of
individual hair fibers and the overall character of the image are both
preserved. In the photograph at the right in Figure 8, you can see
effects similar to those in the rendered images, although the hair is
darker in color and less well aligned than the model used for ren-
dering, which reduces the directionality and intensity of multiply
scattered light.
Figure 9 shows another scene that cannot be accurately rendered

without multiple scattering. A 25 cm long blond ponytail com-
posed of 27,000 fibers hangs directly between a point light source
and the camera. With direct illumination only, the hair appears un-
realistic, with sharp shadows, little color, and opacity everywhere
but at the edges. Including multiple scattering softens the sharp di-
rect illumination and introduces a colorful translucent quality that
varies with the density of the hair fibers. These additions greatly
increase realism, similar to the photograph in Figure 1. This test
case is very challenging for our approach, because the majority of
the photons are deposited on the back side of the model and we
calculate illumination on the front. In spite of this difficulty, our
method performs very well, producing a low noise image that ac-
curately conveys the contribution of multiple scattering. The final
image in Figure 9 shows the result of our method using directional
weight w= 0, meaning photons are selected based on position and
not direction. The brightening at the sides of the ponytail, where
the sheet of scattered light is aligned with the camera direction, is
lost when directional variation is ignored in this way.
Finally, we set up a more typical scene in which the same pony-

tail is illuminated from a point 20◦ to the left of the camera. In
Figure 10, we show the results of rendering with and without mul-
tiple scattering included. While the direct illumination image does
convey the shape and texture of the ponytail, it fails to account for
a significant amount of energy in the scene, which is evident in the
added color, glow, and softness present in the path traced and pho-
ton mapped images. Here, the photon mapping tends to spread the
very directional low order scattering over a slightly broader solid
angle, causing some blurring of surface features, but the overall re-
sult is quite similar to the path traced result. The w = 0 photon
mapping result, ignoring direction in the indirect radiance, appears
much darker and less saturated than the correct result. This is be-
cause, in the correct solution, the camera direction is receiving more
multiply scattered light than average.
For each of these scenes, our photon mapping approach produces

effectively noise-free images 1–2 orders of magnitude faster than
the equivalent path traced image can be produced. The fiber radi-
ance cache has a profound impact on the running time of our algo-
rithm, particularly for higher resolution, anti-aliased images such as
these. As listed in Table 1, the cache hit rate was consistently high,
leading to performance that scales extremely well as the number of
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Figure 8: Blond hair illuminated by a spotlight, resulting in a diffused glow of multiply scattered light, and viewed from 15◦ above. Our
method produces the same spread of illumination with lower noise in 2.2 hours than path tracing does in 90 hours. The photon map slightly
blurs the indirect light, but the texture of the hair remains sharp. The photograph shows a similar glow, though not identical because of
differences in the properties of the hair. These images are logarithmically scaled to compress dynamic range.

Figure 9: Renderings of a ponytail lit from behind. With direct illumination only, the hair appears too opaque, with a hard-edged highlight.
Accounting for multiple scattering adds softness and a translucent quality, as seen in the results of a 100 hour path tracing and our method in
2.7 hours. The w= 0 image, which ignores directionality in the radiance field, produces the wrong intensity near the plane of the light source.

Figure 10: Renderings of a ponytail lit from the front. Direct illumination captures the surface highlight but has entirely the wrong color.
Our new method correctly simulates the color and softness caused by multiple scattering in 2.5 hours, agreeing well with the 60 hour path
traced result. The w= 0 result, which assumes multiply scattered light is isotropic, demonstrates the importance of maintaining direction in
the scattered radiance.
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Scene Size # Hairs Photons Spacing Dirs Number w ( cm
2

sr ) Pass 1 Pass 2 Total Hit % Path Trace

Spot 800x400 13,000 80M 0.9 mm 75 75 0.81 0.6 hr 1.6 hr 2.2 hr 98 90 hr
Backlit 462x924 27,000 90M 3.0 mm 15 50 6.25 0.9 hr 1.8 hr 2.7 hr 94 100 hr
Frontlit 462x924 27,000 90M 2.0 mm 20 50 0.5625 0.8 hr 1.7 hr 2.5 hr 93 60 hr

Table 1: The various scene attributes, parameters to our method, and performance results. The Spacing column represents the mean distance
between photons deposited along paths. Dirs is the number of directions in which the photon map is queried for each indirect illumination
calculation, and Number is the number of photons gathered in each query. Pass 1 represents the particle tracing phase, and Pass 2 includes
both the direct and indirect illumination calculations. Hit % represents the average cache hit rate at the given settings. All methods were
implemented in Java as single-threaded applications and ran on a dual Intel Xeon 3.8 Ghz workstation.

pixels and rays/pixel increase. In all, our method represents an ef-
ficient and accurate way of including the contributions of multiple
scattering in renderings of hair assemblies.

6 Conclusion

We have demonstrated that the very difficult problem of simulating
multiple scattering in hair, previously only approachable using path
tracing, can be simulated much more efficiently by using a two-
pass particle tracing and density estimation approach. Our method
builds on the idea of volumetric photon mapping for participating
media, but with some important new modifications. These changes
are made necessary by two factors. The density of stored photons
needs to be proportional to radiance, not scattered radiance, because
the map is being used to light geometric hairs, not to compute scat-
tering in a volume. The generalization to a 5D position-direction
space is required because of the optical nature of hair: light spreads
anisotropically and remains quite directional even after several scat-
tering events. This directionality, combined with the sharply peaked
scattering function of a hair fiber, makes a smooth estimate in di-
rection, as well as space, crucial to performance.
The general idea of using a smooth volumetric model for light

scattered from complex geometry has implications that go beyond
hair. Other scenes with densely packed scatterers in which multiple
scattering is important (for example, a pile of soap bubbles appears
white due to multiple scattering) may be rendered using very sim-
ilar techniques. This idea can also be carried further, to using vol-
umetric rendering methods for the scattering simulation as well as
for reconstructing the radiance field.
In this work we have used commercial tools to generate the hair

models. There is no reason to expect the geometric arrangement of
strands in the resulting model to be similar to that in real hair, and
this limits our ability to compare to measurements. Determining
and simulating the typical geometric properties of real hair assem-
blies is required to get results that can be quantitatively validated
against measurements.
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