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ABSTRACT
As more and more Internet IP prefix hijacking incidents are be-
ing reported, the value of hijacking detection services hasbecome
evident. Most of the current hijacking detection approaches mon-
itor IP prefixes on the control plane and detect inconsistencies in
route advertisements and route qualities. We propose a different
approach that utilizes information collected mostly from the data
plane. Our method is motivated by two key observations: whena
prefix is not hijacked, 1) the hop count of the path from a source
to this prefix is generally stable; and 2) the path from a source to
this prefix is almost always a super-path of the path from the same
source to a reference point along the previous path, as long as the
reference point is topologically close to the prefix. By carefully se-
lecting multiple vantage points and monitoring from these vantage
points for any departure from these two observations, our method is
able to detect prefix hijacking with high accuracy in a light-weight,
distributed, and real-time fashion. Through simulations constructed
based on real Internet measurement traces, we demonstrate that our
scheme is accurate with both false positive and false negative ratios
below0:5%.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]: General—
Security and Protection; C.2.2 [Computer-Communication
Networks]: Network Protocols—Routing Protocols; C.2.3
[Computer-Communication Networks]: Network Operations—
Network Monitoring

General Terms
Measurement, Security

Keywords
Routing, BGP, Hijacking, Interception, Detection

1. INTRODUCTION
Hijacking IP address prefix is a known threat that disrupts the In-

ternet routing infrastructure. The Border Gateway Protocol (BGP),
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which is the de facto inter-domain routing protocol used on today’s
Internet, has no mechanism for authenticating routing announce-
ments. Thus, misbehaved routers can arbitrarily advertiseroutes
for prefixes and/or fabricate Autonomous System (AS) paths asso-
ciated with the prefixes. Such false announcements can quickly
spread to a large number of BGP routers across multiple ASes
and pollute their routing tables. As a result, the victim prefix net-
work will experience performance degradation and a serioussecu-
rity breach. For instance, packets addressed to a hijacked prefix can
be dropped by intermediate routers; blackholed by the attacker; or
forced to take a longer detour to reach the true destination.An at-
tacker may also impersonate the victim prefix to communicatewith
other parties; send spam emails or launch DDoS attacks from the
hijacked prefix; intercept communications; or conduct Man-in-the-
middle attacks.

Most existing proposals [32, 3, 11, 25, 16, 6, 31, 9, 34, 36,
15, 28] require changes to router software, router configurations,
network operations, and some require public key infrastructures.
These solutions are therefore not easily deployable. When partially
deployed, these approaches usually offer limited security[7]. Other
proposals [18, 23, 19, 30] do only passive monitoring and thus are
deployable. But they can suffer from high false positive ratio be-
cause hijackings can be indistinguishable from legitimaterouting
changes, or because the routing registry or allocation dataused
in some of these approaches can be outdated and inaccurate. Re-
cently, utilizing data plane information together with control plane
information in hijacking detection is gaining attention [32, 10, 4].
Despite the differences among existing approaches, in order to pro-
vide timely hijack detection, they all require privileged access to
live BGP feeds.

In this paper, we present a light-weight and deployable dis-
tributed scheme for detecting prefix hijacking in real-time. Besides
its effectiveness, what truly separates our approach from others is
that our approach utilizes real-time data collected only from the
data plane. BGP live feed dependent schemes require the avail-
ability of such feeds. As [24] shows, however among hundredsof
Planetlab [27] nodes, only a very small number of nodes have live
BGP update feeds. Not requiring privileged access to live BGP ad-
vertisement data makes our approach easy to deploy and appealing
to prospective prefix hijack monitoring service providers.Indepen-
dence from the BGP control plane also emancipates the hijacking
detection mechanism from the updating cycles of BGP data collec-
tion points, and results in a potentially more timely detection alarm.
The distributed nature of the scheme enables the monitor nodes to
work collaboratively, improving system robustness and spreading
out monitoring traffic overhead over the Internet.

There are three key steps in our approach: (i) for each target
prefix we identify a number of vantage points (sites) from a list of



candidates that are most suitable for conducting monitoring opera-
tions and use them as “monitors” for hijack detection; (ii) we con-
tinuously monitor the network location of a prefix from multiple
vantage points by measuring the network distance from each van-
tage point to the target prefix and detect significant changesin the
network distance from any vantage point to the target prefix (which
indicates changes in the target prefix’s network location);(iii) if
network location change is indeed detected, we further verify that
the location change is not caused by legitimate route changes on the
Internet. In this paper, we usehop countas the measure of network
distance between two hosts on the Internet. Alternative choices are
discussed is Section 6.

Our contributions are three-fold. First, we propose a new light-
weight distributed framework for detecting prefix hijack attacks.
To the best of our knowledge, this is the first distributed hijack de-
tection approach that relies only on real-time measurements taken
from the data plane1. Second, we present a novel three-step scheme
for detecting prefix hijacking. Third, we conduct analysis,exper-
iments, and large scale simulations that are derived from real In-
ternet measurements to evaluate our approach. We show that the
proposed approach can effectively detect IP prefix hijacks in real-
time with very low false negative and false positive ratios.

This paper is organized as follows. Section 2 provides BGP
background information and defines the prefix hijacking problem.
Section 3 overviews our framework for detecting IP prefix hijacks
based on network distance measurements. We describe detailed
monitoring and detection methodologies in Section 4. Section 5
evaluates our approach using analysis and large scale simulations
derived directly from Internet measurements. We discuss remain-
ing issues and related work in Sections 6 and 7. Finally, Section 8
concludes the paper.

2. PREFIX HIJACKING
The Internet is composed of tens of thousands of Autonomous

Systems (ASes) that are under separate administrative domains.
The Border Gateway Protocol (BGP) is the standard inter-domain
routing protocol. BGP is a path vector protocol in that a BGP up-
date includes a list of ASes which describes the path to a destination
address prefix. A destination prefix is usually announced either by
the prefix owner itself if it runs BGP and has an AS number; or by
its upstream provider AS(es).

Because there is no authentication mechanism used in BGP, a
mis-behaving router can announce routes to any destinationprefix
on the Internet and even manipulate route attributes in the routing
updates it sends to neighboring routers. Taking advantage of this
weakness has become the fundamental mechanism for constructing
prefix hijack attacks.

Prefix hijacking happens in various forms in the control plane.
The attacker can announce himself as the origin AS for the target
prefix, it can announce a more specific IP prefix with a longer prefix
length than the target prefix, or it can announce a very attractive AS
path that may not exist in reality. Upon receiving these fabricated
advertisements, other BGP routers may be fooled into thinking that
a better or more specific route has become available towards the
target prefix and start forwarding future traffic along the false path.
As a result of the prefix hijacking, part (if not all) of the traffic ad-
dressed to the target prefix will be forwarded to the attackerinstead
of the target prefix.

1Hop count has been used before to detect spoofed address in a
DDoS case [13], but not as part of a distributed system that can
detect other cases of route manipulation as we discuss later.

Based on how the attacker deals with the hijacked traffic, we
classify prefix hijacks into the following three categories:� Blackholing: the attacker simply drops the attracted packets.� Imposture: the attacker responds to senders of the hijacked

traffic, mimicking the true destination’s (the target prefix’s)
behavior.� Interception: the attacker forwards the hijacked traffic to the
target prefix after eavesdropping/recording the information
in the packets.

In the rest of the paper, we use the term “hijack” to refer to all
of these behaviors. Furthermore, we use the termsattackerand
hijacker interchangeably.

While the conventional view of the damage of prefix hijacking
has been focused on blackholing, the other two types of hijacking
are equally important, if not more damaging. The most serious
consequence of blackholing is the loss of reachabilityonly, and
is typically not accompanied by other dangers such as breachof
confidentiality. Also the detection of blackholing is trivial. Com-
munication peers of a target prefix can perceive blackholingattacks
if they do not receive any response from the target prefix for ape-
riod of time, especially when such loss of communication does not
occur to all the peers of the target prefix.

On the other hand, imposture and interception are more challeng-
ing to detect than blackholing. From any peer’s point of view, the
target prefix is still “reachable”. Even from the BGP controlplane it
is often difficult to identify these two kinds of hijacks. Forinstance,
as shown in [35] and [21], one MOAS (Multiple Origin ASes) pre-
fix can be legitimately announced by multiple origin ASes. Itis not
easy to distinguish a hijack from a legitimate routing change of an
MOAS prefix because they can both appear as a change of origin
AS. On the other hand, although [4] shows that interception is easy
to accomplish, there have been no reported imposture or intercep-
tion attacks on the Internet yet. However, this does not meanthat
these attacks never happened nor that there are no ongoing attacks.
It could be due to the difficulty to detect such attacks.

Because they are hard to detect, the interception and imposture
hijacks can last a long period of time before being detected and
reported to authorities and the target prefix owner. Furthermore,
the hijacker can potentially cause more damage by conducting fur-
ther attacks such as those similar toonline phishing(with correct
address as opposed to the normal phishing), spam emails [29]or
DDoS attack. Or, the hijacker can intercept the traffic to retrieve
important information for malicious purposes [17, 26, 4]. Given the
threats of interception and imposture hijacks and the much greater
challenges of detecting them than detecting blackholing, in this pa-
per we focus on presenting a solution for the detection of both im-
posture and interception hijacks.

It should be mentioned that the detection scheme proposed inthis
paper is not limited to detecting imposture and interception hijacks,
nor is it restricted in detectingIP prefix hijacking. It inherently
can be extended to detect some other types of hijacking or mis-
configurations, such as hijacking by faking the DNS response.

3. FRAMEWORK
In this section, we present an overview of our prefix hijack de-

tection scheme.

3.1 Monitoring Network Location
One of the key observations behind our scheme is that the net-

work location of a prefix generally remains unchanged over time.
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Figure 1: Monitoring Network Location

This is mainly due to the fact that IP prefix assignment on the In-
ternet is usually on a very long term basis.2 Once an IP prefix is
assigned, it can be announced either by the prefix owner if it runs
BGP, or by its immediate upstream service provider AS(es). In ei-
ther case, the network location of the prefix viewed from external
vantage points should belong to the same topological region. Note
that depending on the context, we use the term “prefix” referring
either to a set of IP addresses or network devices which are named
by these IP addresses.

Due to Internet’s vast size, network topological dynamics such
as link status changes generally affect only a fraction of the over-
all Internet topology dramatically. Because routes are constructed
based on the actual network topology of the Internet, network dis-
tance measurements obtained from the data plane, which are indeed
network distances in the routing topology configured by BGP and
other routing protocols, generally reflect the network distances in
the actual network topology. Hence, the network distance mea-
sured from a given vantage point to a destination network is likely
to remain the same over time. Previous work such as [33] have also
confirmed this observation.

However, if a prefix is hijacked, the association between the
routes to the prefix and the underlying network topology disap-
pears. Thus, the network distances measured from certain vantage
points to the target prefix would likely exhibitsignificantdiffer-
ences from what these distances were prior to the hijacking.In
imposture scenarios, the network distances from certain vantage
points to the target prefix may appear to be either shorter or longer,
depending on the network locations of the vantage points andthe
network locations of the attackers. In interception scenarios, it is
more likely that the network distances from certain vantagepoints
to a target prefix appear to be longer because the paths towards the
target prefix now take a detour going through the attacker’s AS.
Although such location change becomes small if the hijacker’s lo-
cation is very close to the victim’s location, statistically the oppo-
site case is more likely to happen due to the size of the Internet.
Therefore, prefix hijacking can be effectively detected if significant
changes in the network distances from certain vantage points to the
target prefix are observed.

Figure 1 illustrates the idea behind our network location monitor-
ing framework. There arek vantage points for monitoring a target
prefix P (not shown in figure). Suppose that the prefixP is pre-
viously announced byh. The network distance between a vantage
point i andh is denoted asdi. Nowh0 also announcesP . The dis-
tance between the vantage pointi andh0 is denoted asd0i. Then the
distanced betweenh andh0 is bounded byd � maxki=1jdi � d0ij.
If h andh0 are co-located (e.g.,h0 is a provider or a customer ofh,

2It is possible that a prefix is reassigned to name a different set
of network devices which can appear as changes in the network
location. However, this case is extremely rare and is out of scope
of this paper.

or h andh0 are both providers of the owner of ofP ), d would be
small. Therefore,di � d0i (i = 1; : : : ; k).

However, in the scenarios of imposture whereh0 hijacksP , with
high probabilityh andh0 are not co-located,9i 2 1; : : : ; k, s.t.jdi�d0ij � �, where� can be considered as the detection threshold.
Therefore, the value ofD = maxki=1jdi � d0ij is an indication of
the likelihood of prefixP being hijacked. The largerD is, the more
likely P is hijacked. For the cases of interception, the distance from
a vantage pointi to P would bed0i + d. Such attack scenarios can
be detected with high probability as long as9i 2 1; : : : ; k, s.t.jdi � d0i + dj � �.

It is worth noting that typically a prefix hijacker can only hijack
traffic from a portion of the Internet to the target prefix. This is be-
cause some ASes will prefer the true route from the target prefix to
the one from hijacker due to shorter AS path or policy reasons[20,
4]. Consequently if our vantage point happens to be located in such
regions that are not affected by the hijacking, it will not detect the
hijacking either. Therefore, we must establish multiple topologi-
cally diverse vantage points for effectively monitoring a target pre-
fix. Using multiple vantage points also increases the difficulty for
an attacker to conduct any countermeasures because now it has to
cheat all these vantage points. In addition, multiple vantage points
may also help in reducing false positive ratios. From now on,we
use the termmonitor to refer to a vantage point that keeps probing
the network location of a target prefix.

3.2 Detecting Path Disagreement
Our first detection mechanism focuses on significant network

location changes. But the problem is that not all significantnet-
work location changes are the results of prefix hijacking. Inter-
net topology changes regularly due to reasons such as link status
changes and policy-based route changes. In contrast to prefix hi-
jacking induced location changes, these changes will be referred
to aslegitimatein this paper. As we have mentioned before, most
of these legitimate changes are not expected to result in dramatic
widespread location changes and these “minor” legitimate changes
are expected to be filtered out by the aforementioned location based
hijack detection algorithm.

However, routes in the Internet are not always configured based
on network topology due to special routing policies, in which case
the inherent stability of the network topology of Internet does not
translate to stability in routing topology. Also in rare occasions
link status changes may actually alter the Internet topology dramat-
ically. These kinds of routing topology changes can be significant
and may be mistakenly identified as hijacking by the locationbased
mechanism. Such false alarms require additional efforts togroom
and filter. Correcting false positive detections is often a difficult
task as it may require detailed configuration information that the
network operators are unwilling to share.

All of these motivate us to develop the second detection tech-
nique,path disagreement detection. It is intended to be used in con-
junction with the network location monitoring to produce highly
accurate detection results. In this technique we focus on one par-
ticular difference between legitimate route changes and prefix hi-
jacking attack induced route changes: the portion of the network
being affected. A prefix hijacking attack usually only targets a spe-
cific network prefix while legitimate route changes usually affect
larger number of prefixes.

For each monitor, we need to identify onereference pointalong
the path from the monitor to the target prefix. This referencepoint
needs to be topologically very close to the target prefix but still
has an IP address outside of the target IP prefix. Because of the
topological closeness, from the same monitor, the route to the ref-
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Figure 2: Path Disagreement

erence point of a target prefix is very likely (if not always) to be
identical to, or more precisely a sub-path of, the route to the tar-
get prefix. Also for the same reason, chances are that legitimate
route changes in the Internet would likely affect the targetprefix
and its reference point equally. We will provide measurement data
to support this conjecture in Section 5. On the other hand, because
the reference point has an IP address outside of the target prefix,
any prefix hijacking attacks targeting the prefix will not affect the
reference point. In other words, we will detect disagreement be-
tween the path from a monitor to a target prefix and the path from
the same monitor to the corresponding reference point of thetarget
prefix. Significant disagreement signals prefix hijacking attack at
the target prefix.

Figure 2 illustrates the concept of path disagreement-based de-
tection. Figure 2(a) shows a path from a monitor to a target prefix.
A reference point that fits the criteria described previously is iden-
tified along this path. When the target prefix is not under attack,
the path from the monitor to the reference point is a sub-pathof the
path from the same monitor to the target prefix. Figure 2(b) shows
what may happen when legitimate route changes occur. No matter
how the paths may twist and turn, as long as the reference point
is topologically close to the target prefix, chances are thatthe path
from the monitor to reference point is still a sub-path of thepath
to the target prefix. In contrast, Figure 2(c) shows that these two
paths are now very different after the target prefix is hijacked, or
more precisely in this example, intercepted. The path to thetarget
prefix may take a detour through a hijacker-controlled site while
the path to the reference point remains as before. In other words,
how much “disagreement” there is between these two paths sepa-
rates path changes caused by legitimate route changes from path
changes caused by prefix hijacking attacks. It is also worth noting
that not only path disagreement, but changes in how much paths
disagree with each other can also be used for such detection.

We now discuss how a reference point can be identified. In a
commonly seen configuration, the external interface (facing ISP
AS) of the target prefix’s network access router is assigned an IP
address provided by the ISP, which is outside of the target prefix.
In this case both this external interface or the customer-facing in-
terface of the ISP’s edge router can be ideal candidates for becom-
ing a reference point. This reference point location is either on a
router managed by the target prefix’s administrator, or the next hop
for the prefix’s outgoing routes. The administrator obviously has
this piece of configuration information and the administrator can
provide such information at the time of signing up for the prefix
hijacking monitoring service.

For configurations other than the one described in the previous
paragraph, or if the identified candidate reference point isnot will-
ing to participate in hijack detection operations,i.e., it does not

respond to ICMP requests, we would need to discover a candidate
reference point location by retreating along the route fromthe mon-
itor to the target prefix backwards hop by hop to the first pointthat
could actually assist in detection operations. A modified “tracer-
oute” program can easily discover such a location for being used
as a reference point. The discovery can be done either from the
monitor side or from the target prefix network side.

If a reference point is not immediately connected to the target
prefix, then a portion of the Internet actually lies between the target
prefix and the reference point. If a hijacker is located within this
portion of the Internet, chances are that the monitor will not see any
path disagreement because the path to the reference point isstill a
sub-path of the path to the target prefix. This is clearly undesirable.
This is why the reference point should be as close to the target
prefix as possible.

Obviously reference points need to be established on a per-
monitor basis. The reason is simple: the reference point selected
for one monitor may not be on the path from a different monitor
to the same prefix. On the other hand, multi-homed target prefixes
also present additional challenges. In this case, a legitimate route
change may actually cause the monitor’s probe traffic to reach the
target prefix via a difference access router. The new path to the
target prefix may be quite different from the path to its current ref-
erence point. Instead of classifying this path change as a prefix
hijacking attack induced as in single-homed customer case,addi-
tional steps are necessary. These additional steps requirethat ref-
erence points for a target prefix be established not only on a per-
monitor basis but also on a per-access router basis. In otherwords,
a monitor has to know all of its reference points for the target pre-
fix, with each reference point corresponds to an access router of the
target prefix. Once an instance of path disagreement is detect, the
monitor needs to compare the path to the target prefix with paths to
all of the monitor’s reference points. If the path to the target prefix
differs fromall of these paths to reference points, the path change
is likely caused by a successful prefix hijacking attack.

3.3 Hijack Detection Scheme Overview
With the two mechanisms already explained, we now outline our

detection scheme. Our scheme consists of three key steps. First,
for each target prefix, we select a number of monitors from a set of
candidate monitors. Second, each monitor periodically measures
the network distance to each target prefix and detects significant
changes in hop count distance measurement. Third, if a significant
change is detected, the monitor will measure the disagreement be-
tween the path to the target prefix and the path(s) to the reference
point(s) of the target prefix. An alarm will be triggered if there is
a significant disagreement between paths. In the next section, we
present the three steps in detail.



Our scheme has a number of advantages. First of all, a signifi-
cant difference between our approach and related work [32, 3, 11,
25, 16, 6, 31, 9, 34, 36, 15, 28, 18, 23, 19, 30, 10] is that our moni-
toring is conducted on the data plane. All live information required
is collected from data plane. Hence, our approach does not require
any alteration to Internet routing infrastructure such as setting up
BGP update feeds. In related work, because the monitoring and
detection mechanisms rely on access to live control plane informa-
tion (i.e., BGP updates), IP prefix hijacking detection has been a
privilege that is only available to network operators and those with
close ties to network operators. Our approach has changed this
pattern and opened up the same opportunity to parties with only
data plane access, which can be virtually anyone on the Internet.
This new direction, combined with the distributed nature ofour ap-
proach, dramatically changes the road map for how prefix hijack-
ing monitoring and detection services can be built and deployed.
In Section 6, we further discuss more details about how to deploy
such a service in practice.

Another advantage of conducting detection on the data planeis
that it can detect hijacking more quickly. Obviously, because pre-
fix hijacking is a control plane mechanism, the results of hijacking
also firstly emerge in control plane,i.e., ill purposed BGP updates.
It may be perceived that monitoring live BGP feeds in real-time
provides the fastest diagnostics. However in reality due tothe vast
size of today’s Internet and the volume of data traffic on the Inter-
net, it is impossible for the routing infrastructure to spare enough
resources to provide full BGP feeds to prefix hijacking monitors in
real-time. Instead, most of the related work depend on periodically
retrieving BGP information from a handful of BGP information
collection points. As a result, the update period on those BGP col-
lection points (e.g., every two hours at RouteView [2]) bounds the
reaction time of these detection schemes. On the data plane,how-
ever our approach is far less restricted in terms of how oftenthe
monitors may probe; an important system design tradeoff.

Moreover, our scheme is robust. The advantage of having sucha
distributed architecture is that it provides good fault tolerance and
a good channel to notify the target prefix regarding the detected
attacks. Once a prefix is hijacked, it becomes nontrivial to send
alarms to the target prefix if the path from the detection server to the
target prefix is also affected by the hijack [20]. If the target prefix
does not receive alarm traffic addressed to it, then it will not get the
alarm notification either. However, in a distributed framework, it is
likely that some subset of monitors are not affected by the attack
and will still have valid paths to the target prefix. These monitors
can alarm the target prefix.

Our scheme is light-weight in terms of monitoring overhead.
This comes from two factors. First, the distributed nature amortizes
the probing load to a number of monitors, which are distributed di-
versely across the Internet. Second, the probing packets onthe data
plane are quite small. Each monitor only needs several dozenbytes
to get the probing information for a target prefix. Comparingwith
downloading large volume of BGP feeds on control plane, thisap-
proach can save bandwidth. At the same time, our scheme is very
accurate with both low false positive and false negative ratios. As
we will show in Section 5, both of the ratios are lower than 0.5%.

4. PREFIX HIJACKING DETECTION
In this section we describe our prefix hijacking detection algo-

rithms in detail.

4.1 Monitor Selection
We model the monitor selection problem as follows. Initially we

haveM candidate sites around the world. Each of these sites is

capable of executing the two detection techniques: networkloca-
tion change detection and path disagreement detection. Using all of
these sites as monitors is possible, but usually not necessary. Also it
may generate unnecessary monitoring traffic overhead at thetarget
prefix network. Thus, for each target prefix, we select a subset m
sites among theM candidates as monitors, and run the two detec-
tion procedures only on thesem sites. The choices for monitors for
a particular target prefix, however, should not be arbitrarybecause
the locations of the monitors affect the quality of detection. In gen-
eral, the monitors should be distributed in different geographical
regions, and the less the paths from the monitors to the target prefix
network share common links the better.

To better formulate the monitor selection problem, we first define
thecorrelationbetween a pair of paths as the number of common
links between the two paths over the length of the shorter path. If
there is no shared link, the correlation is 0. On the other hand, if the
two paths are identical or one path is a sub-path of the other,their
correlation is 1. We also define thecorrelationbetween two sets of
paths as the maximum path correlation between any two paths,one
from each path set.

We construct the monitor selection problem as a hierarchical
clustering problem. Such problems have well-known algorithms,
such as [14], that are polynomial-time complex. First, we start
from M clusters, with each candidate monitor being a single item
cluster, and compute the correlations for all possible cluster pairs.
Second, we identify the two clusters with the largest correlation
among all cluster pairs, and merge these two clusters into a single
cluster. Third, we recompute the correlations between all cluster
pairs again. Then we repeat steps two and three till we have onlym clusters. At the end we randomly select one monitor from each
of them clusters to identify them desired monitors that will be
used in monitoring service for the target prefix.

This algorithm works well in practice, and is easy to compute.
The routes from all the potential monitors to the target prefix can
be obtained from programs such as “traceroute”. Monitor selection
can be computed at a central location or even by the target prefix
when it requests monitoring service.

4.2 Location Monitoring
The first detection procedure is about monitoring the “location”

of the target prefix. Normally the network location of the target
prefix is relatively stable. However, if hijacked, significant location
change may occur. In practice, it is not necessary to pinpoint a
target prefix’s location on the Internet. Instead we describe a target
prefix’s location by its hop count distances to the set of monitors
we selected using the algorithm described above. When multiple
monitors detect that their hop count distances to the targetprefix
has changed, we conclude that the topological location of the target
prefix has changed.

The detection algorithm falls into the general category of online
change-point detection algorithms [5]. The problem can be stated
as follows. Consider a sequence of random variablext; t 2 [0; T ]
with probability densityp�(x) where� is a parameter which may
change overt. If � = �0 for all t 2 [0; T ], then there is no change.
If � = �0 for t 2 [0; � ] but � = �1 for t 2 (�; T ], a change has
happened at� . The goal of this type of analysis is to identify such
a change as soon as possible.

Compared to many other applications that require change-point
detection, our problem is relatively simple. As shown in thenext
section, the hop count distance measurement is generally stable,
which makes the probability density function clean and trivial.
Also when change occurs, there is no build up phase. The hop
count changes to a different value and remains at that value.As a



result, we decided to use the simplest classical time serieschange
detection method: moving average with a fix-sized sliding window
of S data points. Only data points obtained within this time win-
dow are taken into consideration. More specifically, the moving
average is calculated as:a = 1S nXi=n�S+1hi;
wherehi is the i-th hop count,S is the sliding window size, and
then-th measurement is the newest measurement.

If a new hop count measurement departs dramatically from the
previous moving average, we raise a flag indicating underlying pat-
tern change. If multiple monitors discover significant hop count
distance changes at the same time, this indicates that the topologi-
cal location of the target prefix on the Internet has changed.

In practice, there are often transient problems with hop count
measurements. We primarily use two techniques to smooth and
filter out the “noisy” measurements.

The first is that in addition to the sliding window just mentioned,
denoted asW1, we use another sliding window, denoted asW2 to
“smooth” out current hop count measurement. The sizes of these
two windows areS1 andS2 respectively. BecauseW1 represents
the past average hop count andW2 is only used to smooth out
measurement errors and noise,S1 should be greater thanS2. The
choice ofS2 represents a tradeoff between detection delay, what
kind of transient problems are dominant, and how well they need
to be handled. In our experiments, we used 12 and 10 respectively
for S1 andS2.

When the network is stable,W2 ’s moving average hop counta2 = 1S2 Ph inW2 h is very close toW1 ’s moving average hop

counta1 = 1S1 Ph inW1 h. On the other hand, if the difference
between these two averages is significant, the location of the target
prefix has just changed. Therefore, ifmaxfa1; a2gminfa1; a2g � T;
whereT is a threshold, the system reports a potential hijacking.

In our experiments, we have observed that sometimes hop count
measurement undergoes dramatic but very short-lived changes in
the time scale of several seconds. To filter out these transient
spikes, we discredit dramatic hop count changes at their first ap-
pearance. In order to do this, we define another thresholdT 0. Given
two consecutive hop count measurements,h1 andh2. We removeh2 from the sliding window ifmaxfh1; h2gminfh1; h2g � T 0:

Another problem is absent measurement. Due to packet loss or
other reasons, it may happen that during a measurement interval
there is no hop count data being collected at all. In our experi-
ments, this is treated as a null data point, which effectively short-
ens the corresponding time window size by 1. In our experiment
environment, we often have co-located monitors. They can help
reduce the absent measurement problem. Measurements obtained
from all co-located monitors can be combined and used as a single
measurement. This way only when all co-located monitors fail to
obtain a measurement, do we have an absent measurement.

A final point worth mentioning is that although we have been
using hop count distance in our descriptions so far, becausewe are
interested in locationchanges, we do not even need to obtain the
absolute hop counts, which can be difficult to measure at times.
In fact, onlychangein hop count is necessary for detecting loca-

tion change. This greatly simplifies monitoring because hop count
changes are indicated by the changes in residual TTL values in re-
ceived IP packets, which is much easier to obtain. The change-
point detection method can be easily adapted to using residual TTL
instead of hop count distance.

4.3 Path Disagreement Detection
The concept ofpath disagreementdescribed in Section 3 is fairly

general. In this paper we actually study in particular the disagree-
ment between AS paths instead of hop by hop router paths. Al-
though router paths can be readily discovered using data plane
probing tools such as traceroute, router paths are less stable than
AS paths due to minor intra-AS path adjustments (e.g. for thepur-
pose of load balancing). Also oftentimes traceroute results contain
null entries for various reasons. They make hop by hop path com-
parison more difficult. On the other hand, AS paths have much less
null entries.

Because we collect real-time measurements only from the data
plane, the AS paths are not directly obtainable. We need to convert
the IP addresses in traceroute results into AS numbers. Thiscan be
done with the help of some public web sites such as iPlane [12],
which publishes IP-to-AS mapping data periodically.

We define the similarity between two AS paths starting from
the same origin but ending at two different destinations as follows.
Given two AS paths,P1 andP2, let’s say the lengthjP1j � jP2j.
We first identify a sub-path ofP1, P 01, which starts from the same
origin asP1 but has the length ofjP2j. Then we calculate the Ham-
ming distance betweenP 01 andP2 and denote it asd. Similarity,s,
is then defined as: s = 1� djP2j :
The “subtracted from 1” part of the definition makess follow the
convention of “similarity”, that is, the larger the Hammingdistance
is, the less similar two paths are.

Once a potential hijack is reported from the location changede-
tection procedure, we need to further check if there is stillsignifi-
cant similarity between the AS path from the monitor to the target
prefix and the AS path from the same monitor to the corresponding
reference point of the target prefix. We denote the path similari-
ties before and after the reported potential hijack asm1 andm2. Ifm2 is less thanm1, which means the two AS paths become more
inconsistent after the suspected hijacking, andm1=m2 is greater
than some thresholdT �, which means the similarity between two
AS paths decreases dramatically, the monitor raises an alarm for
prefix hijack. If there are alarms from multiple monitors, the sys-
tem is confident that it has just detected a prefix hijack attack.

5. EXPERIMENTS AND EVALUATION
In this section, we first provide experimental results that justify

the design of our hijack detection method. We then evaluate our de-
tection scheme using analysis and simulation based on largescale
Internet measurements.

5.1 Justification of Hijack Detection Design

5.1.1 Measurement Setup
In our experiments, we choose a number of nodes as network lo-

cation monitors from the Planetlab [27] network. These monitors
are selected to ensure geographical diversity. We manuallyselect
43 Planetlab nodes in 25 distinct ASes at different geographical re-
gions. In our experiments, we do not execute the monitor selection
algorithm as described in Section 4. Instead, we use the co-located
monitors conjunctively to avoid absent measurements.
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Figure 3: Stability of hop counts

Generally speaking two kinds of prefixes can be found from a
BGP table: those have Multiple Origin ASes (MOAS) and those
have only a Single Origin AS (SOAS). Our experiments include
prefixes of both kinds. We firstly use BGP tables obtained from
RouteViews [2] and RIPE [1] to identify the initial candidates.
Then for each candidate prefix, we try to identify a small num-
ber (up to 4) of live (i.e. responsive to “ping”) IP addresses and
use their network locations to approximate the network location
of the prefix. To avoid scanning the entire candidate prefixesfor
live IP addresses, we mainly use the prefixes’ local DNS server IP
addresses. If we fail to verify any live IP address for a particular
prefix, we discard this prefix from our experiments. MOAS pre-
fixes are good candidates for evaluating false positives since their
route changes are similar to those caused by hijacking on thecon-
trol plane. So we retain all 242 MOAS prefixes that have live IP
addresses. For SOAS prefixes, since there are too many, we rank
them based on “popularity” (i.e. traffic volume) of the prefix and
select the top 125 prefixes with live local DNS server IP addresses.

In our experiments, each monitor measures the hop count lengths
of its paths to all selected IP addresses in all candidate prefixes.
Each monitor also measures the hop count lengths of the path to
other monitors. There are many ways to obtain hop count dis-
tance. Because asymmetrical routes are common on the Internet,
it is important to obtain the “to” path hop count, not the “from”
path hop count. The “traceroute” program is sufficient for this
purpose. Normally traceroute only needs to execute a partial se-
quence starting from a TTL value fairly close to the known path
hop count. It is only necessary to use the full sequence starting
from TTL = 1 when the path hop count is unknown or partial
sequence fails to discover the destination. If permitted, aspecial
“ping” program that echoes the residual TTL value of the received
ICMP ECHO REQUEST packets can also help finding the hop
count length of the “to” path.

The results presented here are based on monitoring data collected
from June 24th, 2006 to July 23rd, 2006. In particular, we mea-
sured the hop count length of each path (from a monitor to a target
prefix) every 12 minutes. Thus, we have about 3600 hop count
measurements for each path. We collected traceroute data for all
paths from all monitors to all target prefixes as well as to allrefer-
ence points of the target prefixes. We also collected traceroute data
for paths between any two potential monitors.

Next, we justify two key assumptions of our hijack detection
techniques: 1) the stability of hop count length of the path from
a monitor to a target prefix, and 2) the similarity between theAS

path from a monitor to a target prefix and the AS path from the
same monitor to the target prefix’ reference point.

5.1.2 Stability of Hop Counts
One of our prefix hijack detection techniques as described in

Section 4.2 is built upon the assumption that when there is noprefix
hijacking, the network location of a target prefix is relatively stable.
We now verify this assumption.

From the large amount of path hop count length measurements
we collected, we have observed that for a given path the hop count
is relatively stable over time. The path may change from timeto
time, but not dramatically. For each path, we compute the stan-
dard deviation of the measured hop counts and normalize it bythe
average hop count of the path. Figure 3(a) shows the cumulative
distribution function (CDF) of the normalized standard deviation
of path hop counts from their averages. We observe that for 99% of
the paths, the normalized standard deviation is less than0:2, which
indicates that if we observe a stable change of hop count withthe
normalized standard deviation much higher than1:2, we should
suspect that the network location of a target prefix has changed suf-
ficiently, possibly as the result of a prefix hijacking.

Of course, the hop count measurements may contain noise due to
many reasons. Instead of using individual hop count measurements
directly, we aggregation them into bins of size 10 and calculate the
average hop count of each bin. Then for every two consecutive
bins, we define thehop count change ratioto be the ratio of the
average hop count in the later bin to that of the earlier bin. Fig-
ure 3(b) shows the CDF of change ratios. We have found that about
98% of the change ratios are between0:9 and1:1. From the above
two figures, we conclude that the hop count of a path from a mon-
itor to a target prefix on the Internet is stable over the period of
measurements (i.e. one month). Figure 3(c) shows the short term
(intra-day) average change ratios on all the paths for each day, and
its 95% confidence intervals. This figure shows that short term hop
count stability is also very good: both the average change ratios
and the 95% confidence intervals are between 0.998 and 1.003.

Note that, although we have shown that hop count is a good met-
ric of network distance in detecting prefix hijacking, hop count may
not the only choice in measuring network distance. Determining
the best metric of measuring network distance is not the focus of
this paper. We will defer the discussion of other potential metrics
to Section 6.

5.1.3 Similarity Between AS Paths
As stated in Section 4.3, we compare the AS path from a monitor

to a target prefix with the AS path from the same monitor to the
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reference point of the target prefix to separate hop count changes
caused by hijacking from those caused by legitimate route changes.
Of course the implied assumption is that under normal conditions
these two paths are very similar to each other. However, routing
policies can cause the path to the target prefix to be different from
that to the reference point of the target prefix. In this case,the path
disagreement based detection algorithm may not produce accurate
results. Thus, in this section, we study how similar the two AS
paths are under normal network conditions.

In order to compare the similarity of the AS paths from a mon-
itor to a target prefix and to its reference point, we map the paths
obtained from traceroute measurements described in Section 5.1.1
to an AS path using methods proposed in [22]. Then we compute
the similarity between two paths as defined in Section 4.3.

Figure 4 shows the CDF of the average and maximum AS path
similarities. As we can see, 80% of the paths have similarities
larger than0:8. Since the average length of these AS paths is about
6, we can conclude that in most of the cases, there is at most 1 dif-
ferent AS hop on the AS paths. A low similarity between AS paths
upon a sudden change in path hop counts may indicate a possible
prefix hijacking.

5.2 Evaluation of Hijack Detection Scheme
In this section, we evaluate our method by running our detec-

tion scheme against simulated hijacking attack scenarios.On both
January 20th and 21st, 2007, we ran our data collection program
again to measure paths between the Planetlab nodes and live IP ad-
dresses that we identified in the justification stage. In particular we
collected traceroute data for paths from the Planetlab nodes to the
prefixes as well as paths between Planetlab nodes. In total there
are 531 live IP addresses in the selected prefixes this time. Because
we use real traceroute data to construct the simulation scenarios,
the simulated network topology is in fact the portion of the Internet
that appeared in our measurements.

5.2.1 Simulating Prefix Hijacking Attacks
In imposture scenarios, suppose the hijackerh attacks a target

prefix t at timeT . From a given monitors to the target prefixt
(t 6= s), the hop count froms to t before timeT can be obtained
directly from the traceroute results we have obtained. After timeT ,
if s becomes closer toh than tot, thenh has successfully hijacked
traffic from s to t. The hop count froms to t is now actually the
hop count froms to h, which can also be obtained directly from
traceroute results. Ifs is still closer tot than toh afterT , thenh
is not able to hijack traffic froms to t. The hop count froms to t
after timeT remains the same as that before timeT .

To simulate an imposture attack, we selected one Planetlab node
as the monitor, one different Planetlab node as the hijacker, which
attempts to hijack the prefix of a live IP address. This was repeated

ÆÇÈÉÊËÌÍÎÏ ÐÑÒÓÔÕÖÓ× Ø ÙÚ×ÛÜÖÝ×ÜÞÕß àáÕâÚãäÜ× å
æÔÛ×Üçç èÓéÖÜ×ê ëÛ×Üçç èÓéÖÜ×ì
Figure 5: Simulating interception

for all possible selections ofh, s, andt, except for all the cases
wheret’s AS is on the AS path froms to h because the hijack will
never succeed in these cases. In addition, since some paths were not
traceroute-able, we had to discard combinations that require these
paths. In total we simulated about 34000 imposture scenarios.

The setup for simulated interceptions is very similar to that of
imposture. However, the hop count froms to t after timeT is
computed in a slightly different way. Given a hijacker,h, a sources, and a target prefixt, if the attack is successful (i.e., s is closer toh than tot), h would forward the intercepted traffic tot. So the path
that the traffic takes along is froms to h’s AS then tot. However,
the hop count froms to t after the interception can not be computed
by simply summing up the hop count froms toh and that fromh tot. As illustrated in Figure 5,h may not capture the hijacked traffic
by itself, even though the hijacked traffic will be carried throughh’s
AS. Here, we make a conservative approximation. We concatenate
the route froms to h’s ingress routeri with the route fromi toh’s egress routere and with the route frome to t. If i ande are
the same router, then there is no hop between them. Otherwisewe
assume that there is only 1 hop between them. This is usually true
for small ASes. And the resulting hop count can be consideredas a
lower bound of the actual hop count after interception. Because for
interception scenarios we must have valid traceroute data for both
monitor to hijacker and hijacker to victim prefix paths, we ended
up having fewer, about 25000, scenarios simulated.

5.2.2 Hop Count Changes Due to Hijacking
We use the ratio of the average hop counth2 after hijacking to

the average hop counth1 before hijacking for the same monitor-
target prefix pair to measure the hop count changes. Figure 6 plots
the CDF of the ratios. We observe that while the hop count change
ratios as the result of impostures is distributed almost uniformly
from0:5 to1:5, there are more than 82% cases where the maximum
change ratios among all potential monitors are larger than1:2, and
there are about 88% cases where the minimum change ratios are
less than0:8. For interception cases, the hop count is increased
in most of the cases, since the hijacker forwards the intercepted
traffic to the target prefix. About 98% of the cases, the maximum
change ratio is lager than1:2. The results indicate that, for a given
hijacking instance, dramatic hop count changes will be observed at
some (if not all) of the monitors if they are topologically diverse.

5.2.3 AS Path Disagreement Due to Hijacking
Using the simulation scenarios described in Section 5.2.1,we

study how much AS path disagreement there is as a result of hi-
jacking. This evaluates our path disagreement detection algorithm
described in Section 4.3. Figure 7(a) shows the CDF of the AS path
similarities resulting from hijack attacks. In 90% of the cases, the
similarities after hijacking are less than 0.8. Comparing with Fig-
ure 4, where about 80% of the cases have the similarity higherthan
0.8, it is expected that the change ratio on AS path similarity is sig-
nificant enough that we can distinguish hijacking from legitimate
routing changes. Figure 7(b) confirms our expectation. It shows
the distribution of ratios of the AS path similarity before hijacking
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to that of after hijacking. In about 90% cases the change ratio is
less than 0.8 (i.e., the AS path similarity is 20% lower than that
before hijacking). Note that, even though 10% cases still show no
significant difference in the AS path similarities before and after
the hijacking (i.e., it pass the AS path disagreement detection), if
we choose the right set of monitors the results can be improved. We
show more detailed results in the next section.

5.2.4 Performance of Hijack Detection Method
Now we evaluate the overall performance of our hijacking detec-

tion method as described in Section 4.
Detection Accuracy.Two important metrics for evaluating the ac-
curacy of a detection algorithm arefalse positive ratioand false
negative ratio. False positive ratio evaluates the percentage of
falsely reported hijacking attacks, while false negative ratio eval-
uates the percentage of hijacking attacks that are not reported.

To evaluate the false positive ratio, we run our detection method
on the series of hop counts collected in our real experimentson the
Internet as described in Section 5.1.1 to see how many hijacks can
be reported. While it is hard to tell whether a reported hijacking is
a real hijacking, the result can serve as an upper bound for the false
positive ratio of our detection algorithm. To evaluate the false neg-
ative ratio, we simulate imposture and interception scenarios based
on the traceroute data using the method described in Section5.2.2.
We run our detection algorithm on all the hijacking scenarios as
constructed in Section 5.2.1 to see how many cases are ignored by
our algorithm.

Table 1 shows the evaluation results. The first column shows the
thresholds used in the detection algorithm. There are two thresh-
olds. Their usages are provided in Section 4.2 and 4.3 respectively.
The first one is for how much hop count change is needed for the al-
gorithm to consider the change to be sufficient to raise an alarm for
target prefix network location change. The second thresholdis for
how much change in path similarity suffices that the two AS paths
are now considered to disagree with each other. The subsequent
columns present the false positive ratios and false negative ratios
after hop count change detection and after both hop count change
and AS path disagreement detection. We observe that as the thresh-
olds increase the false negative ratio increases and the false positive
ratio decreases. This is expected because the lower the thresholds
are, the more sensitive the detection algorithm is.

It is also interesting to know the influence of the AS path dis-
agreement detection as described in Section 4.3 on the detection
result. On one hand, it filters out the legitimate route changes quite
effectively and decreases the false positive ratio. On the other hand,
it may also happen to filter out route changes caused by hijacks,
which leads to an increase in the false negative ratio. However, as
we can see from Table 1, the AS path disagreement detection can
significantly reduce the false positive ratios, while only slightly in-
creasing the false negative ratios.

The choice for the two detection thresholds represents a trade-
off between the acceptable false positive and false negative ratios.
From Table 1 we can see that reducing the false negative ratiocan
be achieved by using sensitive (low) thresholds and reducing false
positive ratio can be achieved by using insensitive (high) thresh-
olds. Generally speaking because the AS path disagreement test
is very effective at filtering out falsely identified hijacks, the bias
should be more towards having more sensitive thresholds.

It is also worthwhile to note that the false positive ratio reported
in Table 1 is reasonable for operational use. For example, even
if we use the most sensitive threshold choices of (1.10, 1.15) the
false positive ratio is only around 0.22%. This translates to for
every prefix hijacking incident, our system only generates 0.0022
false alarms. Let’s assume that 1000 target prefixes are monitored
and that conservatively there is at most one hijack for each target
prefix per day, the number of false alarms triggered is only about2 � 3 per day, which is acceptable for manual inspection from an
operational prospective.
Detection Latency. Next, we evaluate how fast our detection al-
gorithm can detect a hijack. We measure the detection latency in



Thresholds False positive ratio False negative ratio (imposture)False negative ratio (interception)
(Hop count, AS path) Hop Hop count Hop Hop count Hop Hop count

count + AS path count + AS path count + AS path
(1.10, 1.15) 9.7573% 0.2248% 0.0519% 0.1413% 0.0142% 0.0149%
(1.15, 1.20) 6.5166% 0.1930% 0.0750% 0.2223% 0.0183% 0.0204%
(1.20, 1.25) 4.5034% 0.1802% 0.3316% 0.5852% 0.0376% 0.0960%
(1.25, 1.30) 3.1916% 0.1739% 0.6141% 1.0452% 0.2068% 0.3220%

Table 1: False positive and false negative ratios of hijack detection scheme

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 2  4  6  8  10  12  14

N
or

m
al

iz
ed

 C
D

F

# of incoming probes

(1.10,1.15) avg=6.06
(1.15,1.20) avg=6.58
(1.20,1.25) avg=7.08
(1.25,1.30) avg=7.38

(a) Number of probes for imposture

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 2  4  6  8  10  12  14

N
or

m
al

iz
ed

 C
D

F

# of incoming probes

(1.10,1.15) avg=4.46
(1.15,1.20) avg=5.09
(1.20,1.25) avg=5.66
(1.25,1.30) avg=6.12

(b) Number of probes for interception

Figure 8: Hop count measurements needed for detecting a hijacking: (a) imposture (b) interception

terms of the number of hop count measurements needed in detect-
ing a hijack. The reason that we do not specify latency in timeis
that it is highly dependent on how frequently the detection probing
messages are sent and there is a trade off between how fast we can
detect v.s. how much measurement traffic overhead we generate.
This is best decided by the implementer.

Figure 8 shows the distributions of the detection latency for im-
postures and interceptions. We observe that it takes fewer than 9
hop count measurements to detect impostures. The average detec-
tion latency is 6.06� 7.38 measurements for different detection
thresholds. Compared to imposture, the detection latency for in-
terception is even shorter since interception usually leads to more
significant hop count changes. As shown in Figure 8(b), the aver-
age detection latency is 4.46� 6.12 measurements.
Multiple Monitors. In the above experimental results, a hijacking
is detected as soon as there is at least one monitor that reports a
hijacking alarm. Intuitively, the more monitors reportinghijacking
alarms for a target prefix at the same time, the higher confidence
we have in believing that it is a real hijack. So it is interesting to
explore, for imposture and interception, how many hijack reporting
monitors are statistically required to conclude that a hijack indeed
has succeeded. Figure 9 shows the CDF of the ratios of monitors
which report the hijacking by varying detection thresholds. The
ratios are presented for both imposture and interception cases af-
ter hop count change detection and after both hop count change
and AS path disagreement detections. We observe that, the lower
the thresholds are, the more likely that multiple monitors report hi-
jacking both imposture and interception cases. This is consistent
with the observation in Table 1. Although there can be a poten-
tial benefit of using multiple monitors in detection, simplysetting a
threshold on the number of monitors which report a hijackingalarm
does not necessarily assure high confidence on detection results in
every attack case. It is possible that a hijacking is not visible to
some monitors (e.g., those monitors are “closer” to the target pre-
fix than the hijacker, and thus not affected by the hijacks) [20, 4].

How to choose the optimal set of monitors is a complex issue and
is among our future work.

Furthermore, we have found that on average more monitors de-
tect interceptions than impostures. This is because interceptions
more likely lead to more increase in the hop counts. This observa-
tion is also consistent with the conclusion in Figure 6.

6. DISCUSSIONS AND FUTURE WORK
Granularity of Detection. The granularity of detecting possible
hijacks by our scheme is at the prefix level. One possible formof
hijacking is for attacker to announce a route to a subnet within a
publicly announced prefix and use it for spam and phishing. This
allows an attacker to gain routed address space in a fairly untrace-
able way. Our current scheme might not be able to detect this type
of sub-prefix hijack unless that individual sub-prefix is monitored.
Because ISPs currently prohibit any subnet of a /24 prefix to be
announced publicly, /24 prefix is the smallest unit that can be hi-
jacked. One possible solution to the sub-prefix hijacking problem
is to sample more /24 prefixes within a target prefix to increase the
likelihood of detecting such malicious behavior. On the other hand,
hijacking a super-prefix (i.e., a supernet of one or more publicly
announced prefixes) can only succeed on bogon prefixes (i.e.,pre-
fixes that are not allocated) because the Internet routing applies the
longest prefix matching. This can be easily detected by detecting
bogon prefixes.
Counter Measures.Two important metrics used in our scheme for
hijacking detection are the hop count distance from a monitor to a
target prefix and AS paths from a monitor to a target prefix and its
reference point. A sophisticated attacker, since it has hijacked the
traffic flow, may try to masquerade this information to hide ongo-
ing attacks from being detected. We now discuss briefly how the
attacker may counter these measurements and how that may affect
our detection scheme.

To counter the hop count measurement, the most obvious method
is for the attacker to modify the TTL value in the IP header. There
are basically two kinds of modifications the attacker can perform.
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Figure 9: Detection ratio among monitors: (a) imposture (b)interception

The first is to mimic the before-attack network location of the tar-
get prefix. This may be effective for blocking the view of a single
detection monitor if the attacker knows the location of the monitor.
However, in our scheme, multiple monitors are measuring thetar-
get prefix simultaneously. Unless the attacker knows the locations
of all the monitors and the correct hop count distances from these
monitors to the target prefix, it is unlikely for the attackerto mimic
the TTLs so the network location change of the target prefix isnot
detected by any of the monitors. Of course the attacker may also
randomly change the TTL value in IP header so that the detection
scheme may observe a lot of noise. This kind of behavior change
itself constitutes changes and should be taken as an equivalent to
network location change as well. When this occurs, togetherwith
a positive result of AS path disagreement test, it can be enough for
generating hijack alarm.

Fortunately for AS path disagreement tests, the attacker cannot
fake the AS path from the monitor to the reference point of the
target prefix because that traffic is not hijacked. For the AS path
to the target prefix, the hijacker can not affect the correctness of
portion of path that is before the hijacker either. This portion of
the AS path is likely already enough to produce enough AS path
disagreement. Thus, the AS path disagreement test result can still
be trusted.

To sum up, in practice, it is not very easy for the hijacker to
counter all of the hop count and AS path measurements of our
scheme. This is an advantage of using a distributed multi-vantage
point approach. As part of our future work, we will continue to
investigate other counter measures that attackers may launch and
how to suppress them.
Network Distance Metrics. Hop count is not the only choice in
measuring network distance. Another potentially applicable metric
is end-to-end latency. The basic idea is similar: monitors report
hijacking alarms by detecting significant changes on the latency
characteristics between themselves and the target prefix. Com-
pared with hop count, end-to-end latency measurement is harder
for hijacker to evade. However, the egregious noise in the end-to-
end latency measurement caused by congestion and network usage
makes hijacking detection more difficult, probably requiring more
complicated signal processing technologies. We will explore the
feasibility of using end-to-end latency measurement as part of our
future work.
Deployment. There are various ways to deploy our detection
scheme on the Internet. A content distribution company can easily
deploy this scheme. Because our scheme is a data plane scheme,
a more interesting deployment is an incremental and collaborative

deployment very much like the popular peer-to-peer system.Dif-
ferent from the traditional P2P system, where the collaborations
are among individual nodes, our peering relationships can be built
based on prefixes. Each prefix may provide a monitoring service
to other peers, while receiving the monitoring service fromother
prefixes by applying the monitor selection algorithm in Section 4.
In this approach, some interesting problems emerge. For example,
how does a prefix trust its monitors? How can a malicious moni-
tor be prevented from collaborating with a hijacker or flooding the
peer-to-peer monitoring network with false hijacking alarms? How
can the monitoring load among different monitors be balanced?
With a real deployment in place, it would be also useful to further
quantify the extent of the prefix hijacking problem on the Internet.
All of these leave us with an interesting future work.

7. RELATED WORK
Existing proposals to the IP prefix hijack problem can be cat-

egorized into two broad categories: crypto and non-crypto based.
Crypto-based solutions, such as [32, 3, 11, 25, 16, 6, 31], require
BGP routers to sign and verify the origin AS and/or the AS path
to reject false routing messages as soon as they are detected, but
the signature generation and verification have significant impact
on router performance. Non-crypto proposals such as [9, 34,36,
15, 28] require changing router softwares so that inter-AS queries
are supported [9, 28], stable paths are more preferred [34, 15], or
additional attributes are added into BGP updates to facilitate detec-
tion [36]. All the above proposals are not easily deployablebecause
they all require changes to router software, router configuration, or
network operations, and some require public key infrastructures.

There are some existing proposals [18, 23, 19, 30] that only do
passive monitoring and thus are deployable, but they often suffer
from high false positives. [23, 19] monitor the origin AS(es) of the
target prefix from RouteViews or RIPE, and then notify the prefix
owner about the changes via email [23, 19]. Because hijacking is
often not distinguishable from legitimate routing changes, it is up
to the prefix owner to determine which is the case. [18, 30] check
the routing registry data to see whether geographic location of the
target prefix changes [18] or whether the routing update conform to
prefix origin information and the routing policy [30] but therouting
registry data can be outdated and inaccurate.

Recently, utilizing data plane information together with control
plane information in hijacking detection is gaining attention [32,
10, 4]. TheListen approach in [32] determines whether a tar-
get prefix is blackholed by checking whether the prefix has any



complete TCP sessions. [4] conducted postmortem analysis of pre-
fix interception in the Internet by comparing the AS-level tracer-
oute [22] to the target prefix with the BGP path to the same prefix.
[10] first detects control plane anomalies using live BGP feeds and
then reduces false positives by checking whether the targetprefix
shows any inconsistencies in its fingerprints such as Host OS, TCP
timestamp, ICMP timestamp,etc. In contrast, our approach detects
hijacking in real-time using data plane information, without relying
on live BGP feeds.

In this paper we used residual TTL as the network location of a
target prefix. We would like to acknowledge that the residualTTL
or hop-count has been used in different contexts before. Forexam-
ple, [8] checks whether the residual TTL in BGP updates are ina
legitimate range to make sure they are from expected neighbors in
order to defend against DDOS attack against BGP. Another exam-
ple is [13] which proposes an approach to defend spoofed DDOS
attacks by checking the distribution of the hop counts from the
packet sources.

8. CONCLUSION
This paper proposes a light-weight distributed scheme for detect-

ing IP prefix hijacks. Different from most, if not all, other previous
work on this topic, our proposal detects the hijacking by conducting
measurements in the data plane.

The design of the detection scheme is based on two key observa-
tions we have made on the Internet, hop count stability and ASpath
similarity. Our scheme continuously tests these two assertions in a
distributed and light-weight manner, and uses any departure from
this stability and similarity as the trigger for the hijack alarms of
the target prefix.

Our scheme has several advantages over the previous hijacking
detection schemes: 1) It is light-weight, detecting with less probing
overhead; 2) it is highly accurate in hijack detection with both very
low false positive and false negative ratios; 3) it can detect prefix
hijacking in real-time; 4) it does not require any modification of
existing protocols and network infrastructure, making it suitable
for incremental deployment; and 5) it is highly robust in terms of
monitoring failure and attackers’ evasion.
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