
X-Containers: Breaking Down Barriers to Improve
Performance and Isolation of Cloud-Native

Containers
Zhiming Shen
Cornell University

Zhen Sun
Cornell University

Gur-Eyal Sela∗
University of California, Berkeley

Eugene Bagdasaryan
Cornell University

Christina Delimitrou
Cornell University

Robbert Van Renesse
Cornell University

Hakim Weatherspoon
Cornell University

Abstract
“Cloud-native” container platforms, such as Kubernetes, have
become an integral part of production cloud environments.
One of the principles in designing cloud-native applica-
tions is called Single Concern Principle, which suggests that
each container should handle a single responsibility well.
In this paper, we propose X-Containers as a new security
paradigm for isolating single-concerned cloud-native con-
tainers. Each container is run with a Library OS (LibOS)
that supports multi-processing for concurrency and compat-
ibility. A minimal exokernel ensures strong isolation with
small kernel attack surface. We show an implementation
of the X-Containers architecture that leverages Xen para-
virtualization (PV) to turn Linux kernel into a LibOS. Do-
ing so results in a highly efficient LibOS platform that does
not require hardware-assisted virtualization, improves inter-
container isolation, and supports binary compatibility and
multi-processing. By eliminating some security barriers such
as seccomp and Meltdown patch, X-Containers have up to
27× higher raw system call throughput compared to Docker
containers, while also achieving competitive or superior per-
formance on various benchmarks compared to recent con-
tainer platforms such as Google’s gVisor and Intel’s Clear
Containers.

∗Work conducted at Cornell University.
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1 Introduction
An important recent trend in cloud computing is the rise of
“cloud-native” container platforms, such as Kubernetes [38],
which have become an integral part of production envi-
ronments. Such platforms support applications designed
specifically for cloud infrastructures that consist of loosely-
coupled microservices [62] running in containers, enabling
automatic orchestration and agile DevOps practices [33]. In
cloud-native platforms, container design is similar to object
design in object-oriented (OO) software systems: each con-
tainer should have a single responsibility and handle that
responsibility well [39]. By focusing on a single concern,
cloud-native containers are easier to scale horizontally, and
replace, reuse, and upgrade transparently. Similar to the Sin-
gle Responsibility Principle in OO-languages, this has been
termed the “Single Concern Principle” [51], and is recom-
mended by Docker [8].
Running multiple containers on the same host does not

come without problems. From a security perspective, if one
container is compromised, all containers on the same Op-
erating System (OS) kernel are put under risk. Due to the
concern of application isolation, containers are generally
not allowed to install their own kernel modules, a limitation
for applications that require kernel customization. Nor can
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the OS kernel be easily tuned and optimized for a particular
container since it is shared by other containers.
There have been several proposals to address the is-

sue of container isolation. Hypervisor-based container run-
times [17], such as Clear Containers [15], Kata Contain-
ers [16], and Hyper Containers [13], wrap containers with
a dedicated OS kernel running in a virtual machine (VM).
These platforms require hardware-assisted virtualization sup-
port to reduce the overhead of adding another layer of indi-
rection. However, many public and private clouds, including
Amazon EC2, do not support nested hardware virtualization.
Even in clouds like Google Compute Engine where nested
hardware virtualization is enabled, its performance overhead
is high (Section 5 and [5]). LightVM [60] wraps a container
in a paravirtualized Xen instance without hardware virtu-
alization support. Unfortunately, it introduces a significant
performance penalty in x86-64 platforms (Section 4.1 and
5). Finally, Google gVisor [12] is a user-space kernel written
in Go that supports container runtime sandboxing, but it
only offers limited system call compatibility [55] and incurs
significant performance overheads (Section 5).
The trend of running a single application in its own VM

for enhanced security has led to a renewed interest in Lib-
OSes, as suggested by the Unikernel [58] model. LibOSes
avoid the overhead of security isolation between the appli-
cation and the OS, and allow each LibOS to be carefully
optimized for the application at hand. Designing a container
architecture inspired by the exokernel+LibOS [43] model can
improve both container isolation and performance. However,
existing LibOSes, such as MirageOS [58], Graphene [69],
and OSv [53], lack features like full binary compatibility or
multi-processing support. This makes porting containerized
applications very challenging.
In this paper, we propose a new LibOS platform called

X-Containers that improves container isolation without re-
quiring hardware virtualization support. An X-Container can
support one or more user processes that all run at the same
privilege level as the LibOS. Different processes inside an
X-Container still have their own address spaces for resource
management and compatibility, but they no longer provide
secure isolation from one another; in this new security para-
digm processes are used for concurrency, while X-Containers
provide isolation between containers.We show an implemen-
tation of the X-Containers architecture that leverages Xen’s
paravirtualization (PV) architecture [32] and turns the Linux
kernel into a LibOS that supports both binary compatibility
and multi-processing.
Without hardware virtualization support, executing sys-

tem call instructions is expensive, as they are first trapped
into the exokernel and then redirected to the LibOS. The
X-Container platform automatically optimizes the binary of
an application during runtime to improve performance by
rewriting costly system calls into much cheaper function
calls in the LibOS. Furthermore, by avoiding overheads of

seccomp filters and Meltdown [57] patch, X-Containers have
up to 27× higher raw system call throughput compared to
native Docker containers running in the cloud. X-Containers
also achieve competitive or superior performance compared
to recent container platforms such as gVisor and Clear Con-
tainers, as well as other LibOSes like Unikernel and Graphene
on various benchmarks.

The X-Container architecture, however, also imposes sev-
eral limitations. For example, the change in the threat model
makes it unsuitable for running some containers that still
require process and kernel isolation. Due to the require-
ment of running a LibOS with each container, X-Containers
take longer time to boot and have bigger memory footprint.
X-Containers also face challenges of page table operation
efficiency and dynamic memory management. We discuss
these limitations in the paper.

This paper makes the following contributions:
• We present X-Containers, a new exokernel-inspired
container architecture that is designed specifically for
single-concerned cloud-native applications. We dis-
cuss the new threat model and the trade-offs it intro-
duces, the advantages and limitations of the proposed
design, including those related to running unmodified
applications in X-Containers.

• We demonstrate how the Xen paravirtualization ar-
chitecture and the Linux kernel can be turned into a
secure and efficient LibOS platform that supports both
binary compatibility and multi-processing.

• We present a technology for automatically changing
system calls into function calls to optimize applications
running on a LibOS.

• We evaluate the efficacy of X-Containers against
Docker, gVisor, Clear Container, and other LibOSes
(Unikernel and Graphene), and demonstrate competi-
tive or superior performance.

2 X-Containers as a New Security
Paradigm

2.1 Single-Concerned Containers
Cloud-native applications are designed to fully exploit the
potential of cloud infrastructures. Although legacy applica-
tions can be packaged in containers and run in a cloud, these
applications cannot take full advantage of the automated
deployment, scaling, and orchestration offered by systems
like Kubernetes, which are designed for single-concerned
containers [30, 31]. The shift to single-concerned containers
is already apparent in many popular container clouds, such
as Amazon Elastic Container Service (ECS), and Google Con-
tainer Engine, both of which propose different mechanisms
for grouping containers that need to be tightly coupled, e.g.,
using a “pod” in Google Kubernetes [21], and a “task” in Ama-
zon ECS [7]. It is important to note that single-concerned
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Figure 1. Comparison of different container architectures.

containers are not necessarily single-process. Many contain-
ers require to run bash scripts or third-party tools. Some
applications might spawn multiple worker processes for con-
currency [8], such as NGINX and Apache webserver.

2.2 Rethinking the Isolation Boundary
Modern operating systems (OS) that support multiple users
and processes provide various types of isolation, including
Kernel Isolation, which ensures that a process cannot com-
promise the integrity of the kernel nor read confidential
information that is kept in the kernel; and Process Isolation,
which ensures that one process cannot easily access or com-
promise another.
The cost of kernel isolation can be significant. System

call handlers are forced to perform various security checks.
The recently disclosed Meltdown attack [57] imposes kernel
page-table isolation (PTI) [4], which further increases system
call overheads. Moreover, data copies are often performed in
the I/O stack for eliminating data dependencies between the
kernel and user mode code. Meanwhile, there is a trend to
push more and more functionality into the OS kernel, mak-
ing it increasingly harder to defend against attacks on the
kernel [46]. Modern monolithic OS kernels like Linux have
become a large code base with complicated services, device
drivers, and system call interfaces, resulting in a mounting
number of newly discovered security vulnerabilities [19].
Process isolation is similarly problematic [49]. For one,

this type of isolation typically depends on kernel isolation
due to the way in which it is implemented and enforced.
But perhaps more importantly, processes are not intended
solely for security isolation. They are often used for resource
sharing and concurrency support, and to support thismodern
OSes provide interfaces that transcend isolation, including
shared memory, shared file systems, signaling, user groups,
and debugging hooks. These mechanisms lay out a big attack
surface, which causes many vulnerabilities for applications
that rely on processes for security isolation.

In this work, we are revisiting the question of what func-
tionality belongs in the kernel, and where the security bound-
aries should be built. An exokernel architecture [43] is es-
sential for ensuring a minimal kernel attack surface while
providing good performance. Beyond that, processes are use-
ful for resource management and concurrency, but security

isolation could be decoupled from the process model. Indeed,
due to the coarse granularity of the process model, applica-
tions often implement their own security properties in the
application logic, isolating different users within the same
application. Many popular containerized applications (for
instance Redis) mainly use either a single-threaded event-
driven model or multi-threading instead of multi-processing
for serving different clients. These applications implement
client isolation inside the application logic through mecha-
nisms such as a strongly-typed language runtime, role-based
access control, authentication, and encryption.
In this paper, we propose the X-Container as a new para-

digm for isolating single-concerned containers. In the X-
Container architecture, each single-concerned container
runs with its own LibOS called X-LibOS, and can have multi-
ple processes—for resource management and concurrency—
but not isolation. Inter-container isolation is guarded by
the X-Kernel, an exokernel that ensures both a small ker-
nel attack surface (i.e., a small number of well-documented
system calls) and a small Trusted Computing Base (TCB).
The X-Containers architecture is different from existing con-
tainer architectures, as shown in Figure 1. gVisor [12] has
a user-space kernel isolated in its own address space. Clear
Container [15] and LightVM [60] run each container in its
own virtual machine (using KVM and Xen-PV resp.), but
they don’t reduce the cost of kernel and process isolation.

2.3 Threat Model and Design Trade-offs
X-Containers are single-concerned cloud-native containers
that are either single-process, or use multiple processes for
concurrency. Processes within the same X-Container are
mutually trusting, and additionally trust the X-LibOS, and
underlying X-Kernel. The most significant threat in this
case comes from external probes designed to corrupt the
application logic. This threat is countered by application
and OS logic and is identical for standard containers and
X-Containers. Another class of external threat may attempt
to break through the isolation barrier of a container. In the
case of standard containers, this isolation barrier is provided
by the underlying general purpose OS kernel, which has
a large TCB, and due to the large number of system calls,
a large attack surface. X-Containers, in contrast, rely on a
small X-Kernel that is specifically dedicated to providing iso-
lation. The X-Kernel has a small TCB and a small number of
system calls that lead to a smaller number of vulnerabilities
in practice.
Running an application over a LibOS removes security

isolation between a process and the OS kernel, but it does
not affect other security mechanisms implemented in the
application logic. For example, internal sand-boxing and
protection are also possible by leveraging programming lan-
guage type safety and verification tools for isolation, similar
to Software-Isolated Processes [50], Software-based Fault
Isolation [70], Nooks [68], and SPIN [37].
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The X-Containers model involves multiple trade-offs.
Intra-container isolation is significantly reduced for improv-
ing performance and inter-container isolation. While many
cloud-native applications are compatible with X-Container’s
security model, there exist some applications that still rely
on strong process and kernel isolation, and some widely-
used security and fault-tolerance mechanisms are no longer
working, for example:

• A regular OpenSSH server isolates different users in
their own shell processes. Similarly, when using SSL
certificates, NGINX stores them in the parent process
running as root, isolated from worker processes run-
ning with fewer privileges. Running these applications
directly in X-Containers cannot provide the same se-
curity guarantees.

• Applications using processes for fault tolerance expect
that a crashed process does not affect others. However,
in X-Containers, a crashed process might compromise
the X-LibOS and the whole application.

• Kernel-supported security features such as seccomp,
file permissions, and network filter are no longer effec-
tive in securing a particular thread or process within
the container.

We can modify the application for some of these scenarios
to work in X-Containers. For example, applications that still
rely on process isolation and fault-tolerance can put each
process in its own X-Container. However, this can increase
overheads of inter-process communications.

3 X-Container Design
3.1 Challenges of Running Containers with LibOSes
Designing an exokernel-inspired container architecture can
improve both container isolation and performance. However,
there are two features that are necessary for supporting
containers, but are particularly challenging for LibOSes:

• Binary compatibility: A container packages an ap-
plication with all dependencies including third-party
tools and libraries. A LibOS without binary level com-
patibility can make the porting of many containers
infeasible. Even for containers that have the source
code of all dependencies, substantial changes in im-
plementation, compilation, debugging, and testing can
potentially introduce security or compatibility issues
that are not acceptable in production environments.
Further, incompatibility causes the loss of opportu-
nities to leverage existing, mature development and
deployment infrastructures that have been optimized
and tested for years.

• Concurrent multi-processing: While binary com-
patibility ensures support for spawning multiple pro-
cesses, concurrent multi-processing refers to the capa-
bility of runningmultiple processes in different address
spaces concurrently. As an example of the distinction,

User Mode Linux (UML) [42] supports spawning mul-
tiple processes, but they can only run a single process
at a time even when multiple CPU cores are avail-
able [24]. Without concurrent multi-processing, the
performance of many applications would be dramati-
cally impacted due to the reduced concurrency.

To the best of our knowledge, no existing LibOS pro-
vides both of these features. Unikernel [58] and related
projects, such as Dune [35, 36], EbbRT [66], OSv [53], and
ClickOS [61], only support single-process applications, and
involve substantial source code and compilation changes.
Graphene [69] supports concurrent multiprocessing, but pro-
vides only one third of the Linux system calls.

3.2 Why Use Linux as the X-LibOS?
We believe that the best way to develop an X-LibOS that
is fully compatible with Linux is to leverage Linux itself
for the primitives needed in the LibOS. Starting from the
Linux kernel when designing the X-LibOS enables binary
compatibility and multiprocessing. Additionally, although
the Linux kernel is widely referred to as a “general-purpose”
OS kernel, in fact it is highly customizable and supports
different layers of abstraction [52]. It has hundreds of boot-
ing parameters, thousands of compilation configurations,
and many fine-grained runtime tuning knobs. Since most
kernel functions can be configured as kernel modules and
loaded during runtime, a customized Linux kernel can be
very small and highly optimized. For example, for single-
threaded applications, such as many event-driven applica-
tions, disabling Symmetric Multi-Processing (SMP) support
can optimize spinlock operations [1], which greatly improves
performance. Depending on the workload, applications can
set different policies in the Linux scheduler [54]. Compared
to user-level load balancers like HAProxy, kernel-level load
balancing solutions based on IPVS (IP Virtual Server) have
better performance and scalability [44]. Many applications
do not currently reach the Linux kernel’s full potential, ei-
ther because of lack of control over kernel configurations,
or because the kernel is shared across multiple diverse appli-
cations, complicating the process of tuning its many config-
uration parameters. Turning the Linux kernel into a LibOS
and dedicating it to a single application can unlock its full
potential.

3.3 Why Use Xen as the X-Kernel?
There have been previous attempts to turn an existing
feature-rich monolithic OS kernel into a LibOS [64, 65]. How-
ever, these projects also use a monolithic OS kernel to serve
as the host kernel. For example, the Linux Kernel Library
(LKL) project [65] compiles the kernel code into an object
file that can be linked directly into a Linux application. How-
ever, LKL does not support running multiple processes. This
technical obstacle comes from the design choice of relying
on the host kernel, instead of the LibOS itself, to handle page
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Table 1. Comparison of Linux and Xen.

Linux Xen
Number of Syscalls or Hypercalls 300+ 40+
Lines of Code 17+ Million 2+ Million
Number of CVE Reports in 2018 170 22
Number of CVE Reports in 2017 454 62

table mapping and scheduling. The same design choice was
made by Drawbridge [34, 64], which turns theWindows 7 OS
kernel into a LibOS running on Windows and only supports
a single address space.

Graphene [69] is based on Linux, and addressed the chal-
lenge of supporting multiple processes by having processes
use IPC calls to maintain the consistency of multiple LibOS
instances, at a significant performance penalty. In addition,
it is difficult for Graphene to support full compatibility with
all Linux interfaces, such as shared memory, due to lack of
control over memory mapping.
Rather than trying to run the Linux kernel as a LibOS

inside a Linux process, X-Containers leverage the already
mature support for running Linux in Xen’s paravirtualization
(PV) architecture [32] (Section 4.1). There are five reasons
that make Xen ideal for implementing an X-Kernel with
binary compatibility and concurrent multi-processing.

• Compared to Linux, Xen is a much smaller kernel with
simpler interfaces. Although it is hard to directly com-
pare the security of two different systems, the number
of reports in Common Vulnerabilities and Exposures
(CVE) [9] allow for an empirical comparison between
the standard Linux kernel and Xen. Table 1 shows that
the Linux kernel has an order of magnitude more vul-
nerabilities than Xen, roughly consistent with the ratio
in code size and number of system calls.

• Xen provides a clean separation of functions in kernel
mode (Xen) and user mode (Linux). In the Xen PV archi-
tecture, all operations that require root privileges are
handled by Xen, while the Linux kernel is re-structured
to run with fewer privileges. This clean separation
eliminates the requirement of any hardware virtual-
ization support.

• Xen supports portability of guest kernels. Xen hides the
complexity of the underlying hardware, so that guest
kernels only need to provide PV device drivers, which
are portable across different platforms.

• Multi-processing support is implemented in guest kernels.
Xen only provides facilities for managing page tables
and context switching, while memory and process
management policies are completely implemented in
the guest kernel. This makes it much easier to support
concurrent multi-processing when turning the guest
kernel into a LibOS.

Table 2. Pros and cons of the X-Container architecture.

Container gVisor Clear
Container LightVM X-Container

Inter-container
Isolation Poor Good Good Good Good

System call
Performance Limited Poor Limited Poor Good

Portability Good Good Limited Good Good
Compatibility Good Limited Good Good Good
Intra-container
Isolation Good Good Good Good Reduced

Memory
Efficiency Good Good Limited Limited Limited

Spawning Time Short Short Moderate Moderate Moderate
Software
Licensing Clean Clean Clean Clean Needs

Discussion

• There is a mature ecosystem around Xen infrastructures.
The Linux community maintains support for Xen PV
architectures, which is critical for providing binary
compatibility even for future versions of Linux. In
addition, there are many mature technologies in Xen’s
ecosystem enabling features such as live migration,
fault tolerance, and checkpoint/restore, which are hard
to implement with traditional containers.

3.4 Limitations and Open Questions
In this paper, we focus on addressing some of the key chal-
lenges of turning the Xen PV architecture into an efficient
X-Containers platform. As shown in Table 2, there are some
challenges remaining for future work, as discussed below.

Memorymanagement: In the Xen PV architecture, the sep-
aration of policy and mechanism in page table management
greatly improves compatibility and avoids the overhead of
shadow page table [2]. However, it still incurs overheads for
page table operations (Section 5.4). This affects workloads
like Apache webserver which frequently create and destroy
memory mappings. Furthermore, the memory footprint of
an X-Container is larger than a Docker container due to the
requirement of running an X-LibOS (Section 5.7). To reduce
memory footprint, multiple X-Containers can share read-
only binary pages (supported since Xen 4.0) of X-LibOS, but
it can be complicated when running different versions of
X-LibOSes. Another challenge comes from dynamic memory
management. In our prototype, each X-Container is config-
ured with a static memory size. Dynamic memory allocation
and over-subscription face problems of determining correct
memory requirement and the efficiency of changing memory
allocation with ballooning [48, 63].

Spawning speed of new instances: An important benefit
of containers is that they can be spawned much faster than
an ordinary VM. X-Containers require extra time for boot-
strapping the whole software stack including the X-LibOS
(Section 5.7). This overhead mainly comes from Xen’s “xl”
toolstack for creating new VMs. We are implementing a
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new version of X-Containers integrated with the “runV” run-
time [23] from HyperContainer [13], which can bring the
toolstack overhead down to 460ms. LightVM has proposed a
solution to further reduce this overhead to 4ms [60], which
can be also applied to X-Containers.

GPL license contamination: The Linux kernel uses the
GNU General Public License (GPL) [11], which requires that
software using GPL-licensed modules must carry a license
no less restrictive. While there exist no official rules on dis-
tinguishing two separate programs and one program with
two parts, a widely used criteria is based on whether the
components are linked together in a shared address space,
and whether they communicate through function calls [26].
This raises concerns for running proprietary software in X-
Containers. It is a question that deserves more discussion,
but we believe that GPL contamination should not be ap-
plied to software running in X-Containers if the identical
software binary is legally viable when running on ordinary
Linux systems.

4 Implementation
We have implemented a prototype of the X-Containers plat-
form based on Xen 4.2 and Linux kernel 4.4.44. We leveraged
Xen-Blanket [71] drivers to run the platform efficiently in
public clouds. We focused on applications running in x86-
64 long mode. For Linux, the patch included 264 lines of C
code and 1566 lines of assembly, which are mostly in the
architecture-dependent layer and transparent to other lay-
ers in the kernel. For Xen, the C code patch size was 686
lines and the assembly code patch size was 153 lines. In this
section, we present the implementation of X-Containers.

4.1 Background: Xen Paravirtualization
The Xen PV architecture enables running multiple concur-
rent Linux VMs (PV guests) on the same physical machine
without support for hardware-assisted virtualization, but it
requires guest kernels to be modestly modified to work with
the underlying hypervisor. Below, we review key technolo-
gies in Xen’s PV architecture and its limitations on x86-64
platforms.

In the PV architecture, Xen runs in kernel mode, and both
the host OS (a.k.a “Domain-0”) and guest OS (a.k.a Domain-U)
run with fewer privileges. All sensitive system instructions
that could affect security isolation, such as installing new
page tables and changing segment selectors, are executed
by Xen. Guest kernels request those services via hypercalls,
which are validated by Xen before being served. Exceptions
and interrupts are virtualized through efficient event chan-
nels. For device I/O, instead of emulating hardware, Xen
defines a simpler split driver model. The Domain-U installs
a front-end driver, which is connected to a corresponding
back-end driver in the Driver Domain which gets access to
real hardware, and data is transferred using shared memory

(asynchronous buffer descriptor rings). Importantly, while
Domain-0 runs a Linux kernel and has the supervisor privi-
lege to control other domains, it does not run any applica-
tions, and can effectively isolate device drivers in unprivi-
leged Driver Domains. Therefore, bugs in Domain-0 kernel
are much harder to exploit, and in their majority do not affect
security isolation of other VMs.
Xen’s PV interface has been supported by the mainline

Linux kernel—it was one of the most efficient virtualization
technologies on x86-32 platforms. However, the PV archi-
tecture faces a fundamental challenge on x86-64 platforms.
Due to the elimination of segment protection in x86-64 long
mode, we can only run the guest kernel and user processes in
user mode. To protect the guest kernel from user processes,
the guest kernel needs to be isolated in another address space.
Each system call needs to be forwarded by the Xen hyper-
visor as a virtual exception, and incurs a page table switch
and a TLB flush. This causes significant overheads, and is
one of the main reasons why 64-bit Linux VMs opt to run
with hardware-assisted full virtualization instead of PV.

4.2 Eliminating Kernel Isolation
We modified the application binary interface (ABI) of the
Xen PV architecture so that it no longer provides isolation be-
tween the guest kernel (i.e., the X-LibOS) and user processes.
X-LibOS is mapped into user processes’ address space with
the same page table privilege level and segment selectors, so
that kernel access no longer incurs a switch between (guest)
user mode and (guest) kernel mode, and system calls can be
performed with function calls.

This leads to a complication: Xen needs to know whether
the CPU is in guest user mode or guest kernel mode for
correct syscall forwarding and interrupt delivery. Since all
user-kernel mode switches are handled by Xen, this can eas-
ily be done via a flag. However, in X-LibOS, with lightweight
system calls (Section 4.4) guest user-kernel mode switches
do not involve the X-Kernel anymore. Instead, the X-Kernel
determines whether the CPU is executing kernel or user
process code by checking the location of the current stack
pointer. As in the normal Linux memory layout, X-LibOS is
mapped into the top half of the virtual memory address space
and is shared by all processes. The user process memory is
mapped to the lower half of the address space. Thus, the
most significant bit in the stack pointer indicates whether it
is in guest kernel mode or guest user mode.
In the Xen PV architecture, interrupts are delivered as

asynchronous events. There is a variable shared by Xen and
the guest kernel that indicates whether there is any event
pending. If so, the guest kernel issues a hypercall into Xen to
have those events delivered. In the X-Container architecture,
the X-LibOS can emulate the interrupt stack frame when it
sees any pending events and jump directly into interrupt
handlers without trapping into the X-Kernel first.
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To return from an interrupt handler, one typically uses the
iret instruction to reset code and stack segments, flags, the
stack and instruction pointers, while also atomically enabling
interrupts. However, in the Xen PV architecture virtual inter-
rupts can only be enabled by writing to a memory location,
which cannot be performed atomically with other operations.
To guarantee atomicity and security when switching privi-
lege levels, Xen provides a hypercall for implementing iret.
To implement iret completely in user mode, the code must
support reentrancy so that virtual interrupts can be enabled
before restoring all registers.
We implement iret by considering two cases. When re-

turning to a place running on the kernel mode stack, the
X-LibOS pushes return address on the destination stack, and
switches the stack pointer before enabling interrupts so pre-
emption is safe. Then the code jumps to the return address
by using a lightweight ret instruction. When returning to
the user mode stack, the user mode stack pointer might not
be valid, so X-LibOS saves register values in the kernel stack
for system call handling, enables interrupts, and then exe-
cutes the more expensive iret instruction.1 Similar to iret,
the sysret instruction, which is used for returning from a
system call handler, is optimized without trapping in the
kernel by leveraging spare registers (rcx and r11) which are
clobbered according to the syscall ABI.

4.3 Concurrent Multi-Processing Support
X-Containers inherit support for concurrent multi-
processing from the Xen PV architecture. Xen provides an
abstraction of paravirtualized CPUs, and the Linux kernel
can leverage this abstraction in the architecture-dependent
layer using customized code for handling interrupts,
maintaining page tables, flushing TLBs, etc. The Linux
kernel has full control over how processes are scheduled
with virtual CPUs, and Xen determines how virtual CPUs
are mapped to physical CPUs for execution.

For security isolation, in paravirtualized Linux the “global”
bit in the page table is disabled so that switching between
different processes causes a full TLB flush. This is not needed
for X-LibOS, thus themappings for the X-LibOS andX-Kernel
both have the global bit set in the page table. Switching
between different processes running on the same X-LibOS
(by updating the CR3 register) does not trigger a full TLB
flush, which greatly improves the performance of address
translation.When switching between different X-Containers,
a full TLB flush is performed by updating the CR4 register to
drop all TLB entries regardless of the global bit.
Because the kernel code is no longer protected, kernel

routines would not need a dedicated stack if the X-LibOS
only supported a single process. However, since the X-LibOS
supports multiple forked processes with overlapping address
spaces, using user-mode stack for kernel routines causes

1A potential stack overflow can happen, which we leave for future work.

problems after context switch. Therefore, we still use dedi-
cated kernel stacks in the kernel context, and when perform-
ing a system call, a switch from user stack to kernel stack is
necessary.

4.4 Automatic Lightweight System Calls
In the x86-64 architecture, user mode programs perform
system calls using the syscall instruction, which transfers
control to a routine in kernel mode. The X-Kernel immedi-
ately transfers control to the X-LibOS, guaranteeing binary
level compatibility so that existing applications can run on
the X-LibOS without any modification.

Because the X-LibOS and the process both run in the same
privilege level, it is more efficient to invoke system call han-
dlers using function call instructions. X-LibOS stores a system
call entry table in the vsyscall page, which is mapped to
a fixed virtual memory address in every process. Updating
X-LibOS will not affect the location of the system call en-
try table. Using this entry table, applications can optimize
their libraries and binaries for X-Containers by patching
the source code to change system calls into function calls,
as most existing LibOSes do. However, this significantly in-
creases deployment complexity, and it cannot handle third-
party tools and libraries whose source code is not available.

To avoid re-writing or re-compiling the application, we im-
plemented an online Automatic Binary Optimization Module
(ABOM) in the X-Kernel. It automatically replaces syscall
instructions with function calls on the fly when receiving
a syscall request from user processes, avoiding scanning
the entire binary file. Before forwarding the syscall request,
ABOM checks the binary around the syscall instruction and
sees if it matches any pattern that it recognizes. If it does,
ABOM temporarily disables interrupts and enables writing to
any memory page even if it is mapped read-only in the page
table. ABOM then performs the binary patch with atomic
lock cmpxchg instructions2. Since each cmpxchg instruction
can handle at most eight bytes, if we need to modify more
than eight bytes, we need to make sure that any intermediate
state of the binary is still valid for the sake of multicore con-
currency safety. The patch is mostly transparent to X-LibOS,
except that the page table dirty bit will be set for read-only
pages. X-LibOS can choose to either ignore those dirty pages,
or flush them to disk so that the same patch is not needed in
the future.
Figure 2 illustrates three patterns of binary code that

ABOM recognizes. To perform a system call, programs typi-
cally set the system call number in the rax or eax register
with a mov instruction, and then execute the syscall in-
struction. The syscall instruction is two bytes, and the mov
instruction is 5 or 7 bytes depending on the size of operands.

2This unsynchronized cross-modifying code (XMC) can potentially cause
some non-deterministic behavior [3], which we will address in future work.

Session: Cloud II ASPLOS’19, April 13–17, 2019, Providence, RI, USA

127



00000000000eb6a0 <__read>:   
eb6a9:       b8 00 00 00 00          mov $0x0,%eax   
eb6ae:       0f 05                   syscall

00000000000eb6a0 <__read>:   
eb6a9:       ff 14 25 08 00 60 ff callq *0xffffffffff600008   

0000000000010330 <__restore_rt>:   
10330:       48 c7 c0 0f 00 00 00    mov $0xf,%rax   
10337:       0f 05                   syscall

0000000000010330 <__restore_rt>:   
10330: ff 14 25 80 00 60 ff callq *0xffffffffff600080 
10337: 0f 05                   syscall 

7-Byte	Replacement	(Case	1)

9-Byte	Replacement	(Phase-1)

0000000000010330 <__restore_rt>:   
10330: ff 14 25 80 00 60 ff callq *0xffffffffff600080 
10337: eb f7 jmp 0x10330

9-Byte	Replacement	(Phase-2)

000000000007f400 < syscall.Syscall>:   
7f41d:       48 8b 44 24 08 mov 0x8(%rsp),%eax   
7f422:       0f 05                   syscall

000000000007f400 < syscall.Syscall>:
7f41d:       ff 14 25 08 0c 60 ff callq *0xffffffffff600c08   

7-Byte	Replacement	(Case	2)

Figure 2. Examples of binary replacement.

We replace these two instructions with a single call instruc-
tion with an absolute address stored in memory, which can
be implemented with 7 bytes. The memory address of the
entry points is retrieved from the system call entry table
stored in the vsyscall page. The binary replacement only
needs to be performed once for each place.

With 7-byte replacements, we merge two instructions into
one. There is a rare case that the program jumps directly to
the location of the original syscall instruction after setting
the rax register somewhere else or after an interrupt. After
the replacement, this will cause a jump into the last two
bytes of our call instruction, which are always “0x60 0xff”.
These two bytes cause an invalid opcode trap into the X-
Kernel. To provide binary level equivalence, we add a special
trap handler in the X-Kernel to redirect the program to the
system call handler.
9-byte replacements are performed in two phases, each

one generating results equivalent to the original binary. Since
the mov instruction takes 7 bytes, we replace it directly with
a call into the syscall handler. We leave the original syscall
instruction unchanged, in case the program jumps directly to
it, and we further optimize it with a jump into the previous
call instruction. The syscall handler in X-LibOS will check
if the instruction on the return address is either a syscall or
a specific jmp to the call instruction again. If it is, the syscall
handler modifies the return address to skip this instruction.

Our online binary replacement solution only handles the
case when the syscall instruction immediately follows a
mov instruction. For more complicated cases, it is possible
to inject code into the binary and re-direct a bigger chunk
of code. We also provide a tool to do this offline. For most
standard libraries, such as glibc, the default system call
wrappers typically use the pattern illustrated in Figure 2,

making our current solution sufficient for optimizing most
system call wrappers on the critical path (see evaluations in
Section 5.2).

4.5 Lightweight Bootstrapping of Docker Images
X-Containers do not have a VM disk image and do not go
through the same bootstrapping processes that a VM does.
When creating a new X-Container, a special bootloader is
loaded with an X-LibOS, which initializes virtual devices,
configures IP addresses, and spawns processes of the con-
tainer directly. Because X-Containers support binary level
compatibility, we can run any existing Docker image without
modification. We connect our X-Container architecture to
the Docker platform with a Docker Wrapper. An unmodified
Docker engine running in the Host X-Container is used to
pull and build Docker images. We use devicemapper as the
storage driver, which stores different layers of Docker im-
ages as thin-provisioned copy-on-write snapshot devices.
The Docker Wrapper then retrieves the meta-data from
Docker, creates the thin block device and connects it to a
new X-Container. The processes in the container are then
spawned with a dedicated X-LibOS. We are also integrating
X-Containers with the “runV” runtime [23], which supports
Open Container Initiative (OCI) and can run as a standard
backend for Docker and Kubernetes.

5 Evaluation
In this section, we address the following questions:

• How effective is the Automatic Binary Optimization
Module (ABOM)?

• What is the performance overhead of X-Containers,
and how does it compare to Docker and other con-
tainer runtimes in the cloud?

• How does the performance of X-Containers compare
to other LibOS designs?

• How does the scalability of X-Containers compare to
Docker Containers and VMs?

5.1 Experiment Setup
We conducted experiments on VMs in both Amazon Elastic
Compute Cloud (EC2) and Google Compute Engine (GCE).
In EC2, we used c4.2xlarge instances in the North Virginia
region (4 CPU cores, 8 threads, 15GB memory, and 2×100GB
SSD storage). To make the comparison fair and reproducible,
we ran the VMs with different configurations on a dedicated
host. In Google GCE, we used a customized instance type
in the South Carolina region (4 CPU cores, 8 threads, 16GB
memory, and 3×100GB SSD storage). Google does not sup-
port dedicated hosts, so we attached multiple boot disks to a
single VM, and rebooted it with different configurations.
We used the Docker platform on Ubuntu 16.04 and gVi-

sor as baselines for our evaluation. Docker containers were
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Table 3. Evaluation of the Automatic Binary Optimization Module (ABOM).

Application Description Implementation Benchmark Syscall Reduction
memcached Memory caching system C/C++ memtier_benchmark 100%
Redis In-memory database C/C++ redis-benchmark 100%
etcd Key-value store Go etcd-benchmark 100%
MongoDB NoSQL Database C/C++ YCSB 100%
InfluxDB Time series database Go influxdb-comparisons 100%
Postgres Database C/C++ pgbench 99.80%
Fulentd Data collector Ruby fluentd-benchmark 99.40%
Elasticsearch Search engine JAVA elasticsearch-stress-test 98.80%
RabbitMQ Message broker Erlang rabbitmq-perf-test 98.60%
Kernel Compilation Code Compilation Various tools Linux kernel with tiny config 95.30%
Nginx Webserver C/C++ Apache ab 92.30%
MySQL Database C/C++ sysbench 44.60% (92.2% manual)

run with the default seccomp filters. gVisor used the de-
fault Ptrace platform in Amazon, and the KVM platform
in Google with nested virtualization. In Google GCE, we
also installed Clear Containers in Ubuntu 16.04 with KVM.
We also implemented Xen-Containers, a platform similar
to LightVM [60] that packages containers with a Linux ker-
nel in para-virtualized Xen instances. Xen-Containers use
exactly the same software stack (including the Domain-
0 tool stack, device drivers, and Docker wrapper) as X-
Containers. The only difference between Xen-Containers
and X-Containers is the underlying hypervisor (unmodi-
fied Xen vs. X-Kernel) and guest kernel (unmodified Linux
vs. X-LibOS). Xen-Containers are similar to Clear Containers
except that they can run in public clouds that do not support
nested hardware virtualization, such as Amazon EC2.

Due to the disclosure of Meltdown attacks on Intel CPUs,
both Amazon EC2 and Google GCE provision VMs with
patched Linux kernels by default. This patch protects the
kernel by isolating page tables used in user and kernel mode.
The same patch exists for Xen and we ported it to both Xen-
Container and X-Container. These patches can cause signifi-
cant overheads, and ultimately new Intel hardware will ren-
der them unnecessary. It is thus important to compare both
the patched and unpatched code bases. We therefore used
ten configurations: Docker, Xen-Container, X-Container,
gVisor, and Clear-Container, each with an -unpatched
version. Due to the threat model of single-concerned contain-
ers, for Clear-Containers only the host kernel is patched;
the guest kernel running in nested VMs is unpatched in our
setup.
The VMs running native Docker, gVisor, and Clear Con-

tainers had Ubuntu 16.04-LTS installed with Docker engine
17.03.0-ce and Linux kernel 4.4. We used Linux kernel 4.14 as
the guest kernel for Clear Containers since its current tool
stack is no longer compatible with Linux 4.4. The VMs run-
ning Xen-Containers had CentOS-6 installed as Domain-0
with Docker engine 17.03.0-ce and Xen 4.2, and used Linux

kernel 4.4 for running containers. X-Containers used the
same setup as Xen-Containers except that we modified Xen
and Linux as described in this paper. All configurations used
device-mapper as the back-end storage driver.
For each set of experiments, we used the same Docker

image for all configurations. When running network bench-
marks, we used separate VMs for the client and server. Unless
otherwise noted we report the average and standard devia-
tion of five runs for each experiment.

5.2 Automatic Binary Optimization
To evaluate the efficacy of ABOM, we added a counter in
the X-Kernel to calculate how many system calls were for-
warded to X-LibOS. We then ran a wide range of popular
container applications with ABOM enabled and disabled. The
applications include the top 10 most popular containerized
applications [41], and are written in a variety of program-
ming languages. For each application, we used open-source
workload generators as the clients.

Table 3 shows the applications we tested and the reduc-
tion in system call invocations that ABOM achieved. For
all but one application we tested, ABOM turns more than
92% of system calls into function calls. The exception is
MySQL, which uses cancellable system calls implemented in
the libpthread library that are not recognized by ABOM.
However, using our offline patching tool, two locations in
the libpthread library can be patched, reducing system call
invocations by 92.2%.

5.3 Macrobenchmarks
We evaluated the performance of X-Containers with four
macrobenchmarks: NGINX, Memcached, Redis, and Apache
httpd. The corresponding Docker images were nginx:1.13,
memcached:1.5.7, redis:3.2.11, and httpd:2.4, with the de-
fault configurations. For X-Containers the applications were
optimized only by ABOM, without any manual binary patch-
ing. Since Amazon EC2 and Google GCE do not support
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Figure 3. Normalized performance of macrobenchmarks (higher is better).

bridged networks natively, the servers were exposed to
clients via port forwarding in iptables. We used a sepa-
rate VM as the client for generating workloads. For NGINX
and Apache we used the Apache ab benchmark which bench-
markswebserver throughput by sending concurrent requests.
For Memcached and Redis, we used the memtier_benchmark
which simulates multiple clients generating operations to
the database with a 1:10 SET:GET ratio.
Figure 3 shows the relative performance of the mac-

robenchmarks normalized to native Docker (patched). gVi-
sor performance suffers significantly from the overhead of
using ptrace for intercepting system calls. Clear Contain-
ers and gVisor in Google suffer a significant performance
penalty for using nested hardware virtualization (also mea-
sured by Google [5]). X-Containers improve throughput of
Memcached from 134% to 208% compared to native Docker,
achieving up to 307K Ops/sec in Amazon and 314K Ops/sec
in Google. For NGINX, X-Containers achieve 21% to 50%
throughput improvement over Docker, up to 32K Req/sec
in Amazon and 40K Req/sec in Google. For Redis, the per-
formance of X-Containers is comparable to Docker, about
68K Ops/sec in Amazon and 72K Ops/sec in Google, but
note that this is achieved with stronger inter-container iso-
lation. For Apache, X-Containers incur 28% to 45% perfor-
mance overhead (11K Req/sec in Amazon and 12K Req/sec
in Google), which is caused by context switches between
multiple worker processes. Note that Xen-Containers per-
formed worse than Docker in most cases, thus performance
gains achieved by X-Containers are due to our modifications
to Xen and Linux.

5.4 Microbenchmarks
To better understand the gains and losses in performance,
we also evaluated X-Containers with a set of microbench-
marks. We ran UnixBench and iperf in the Ubuntu 16.04
container. The System Call benchmark tests the speed of
issuing a series of nonblocking system calls, including dup,
close, getpid, getuid, and umask. The Execl benchmark
measures the speed of the exec system call, which overlays
a new binary on the current process. The File Copy bench-
marks test the throughput of copying files with a 1KB buffer.
The Pipe Throughput benchmark measures the throughput
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Figure 4. Normalized system call throughput (higher is bet-
ter; legend is the same as Figure 3).

of a single process reading and writing in a pipe. The Con-
text Switching benchmark tests the speed of two processes
communicating with a pipe. The Process Creation benchmark
measures the performance of spawning new processes with
the fork system call. Finally, iperf tests the performance
of TCP transfer. We ran our tests both in Google GCE and
Amazon EC2. We ran tests both isolated and concurrently.
For concurrent tests, we ran 4 copies of the benchmark si-
multaneously. For each configuration, we saw similar trends.

Figure 4 shows the relative system call throughput normal-
ized to Docker. X-Containers dramatically improve system
call throughput (up to 27× compared to Docker, and up
to 1.6× compared to Clear Containers). This is because
X-Containers avoid the overhead of seccomp filters and Melt-
down patch for Docker, and the overhead of nested virtu-
alization for Clear Containers. The throughput of gVisor is
only 7 to 55% of Docker due to the high overhead of ptrace
and nested virtualization, so can be barely seen in the figure.
Clear Containers achieve better system call throughput than
Docker because the guest kernel is optimized by disabling
most security features within a Clear container. Also, note
that the Meltdown patch does not affect performance of X-
Containers and Clear Containers because for X-Containers
the system calls do not trap into kernel mode, and for Clear
Containers the guest kernel is always unpatched.
Figure 5 shows the relative performance for other mi-

crobenchmarks, also normalized to patched Docker. Similar
to the system call throughput benchmark, the Meltdown
patch does not affect X-Containers and Clear Containers.
In contrast, patched Docker containers and Xen-Containers
suffer significant performance penalties. X-Containers have
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Figure 6. Throughput comparison for Unikernel (U),
Graphene (G), and X-Container (X).

noticeable overheads in process creation and context switch-
ing. This is because these benchmarks involve many page
table operations that must be done in the X-Kernel.

5.5 Unikernel and Graphene
We also compared X-Containers to Graphene and Uniker-
nel. For these experiments, we used four Dell PowerEdge
R720 servers in our local cluster (two 2.9 GHz Intel Xeon
E5-2690 CPUs, 16 cores, 32 threads, 96GB memory, 4TB disk),
connected to one 10Gbit switch. We ran the wrk benchmark
with the NGINX webserver, PHP, and MySQL. Graphene ran
on Linux with Ubuntu-16.04, and was compiled without the
security isolation module (which should improve its perfor-
mance). For Unikernel, we used Rumprun [22] because it
can run the benchmarks with minor patches (running with
MirageOS [58] requires rewriting the application in OCaml).

Figure 6a compares throughput of the NGINX webserver
serving static webpages with a single worker process. As
there was only one NGINX server process running, we ded-
icated a single CPU core for X-Containers and Unikernel.
X-Containers achieve throughput comparable to Unikernel,
and over twice that of Graphene.

MySQL

App1 App2

MySQL1

App1 App2

MySQL2 MySQL1

App1 App2

MySQL2

(a) Shared (b) Dedicated (c) Dedicated & Merged

Figure 7. Alternate configurations of two applications that
use MySQL.

For Figure 6b, we ran 4 worker processes of a single NG-
INX webserver. This is not supported by Unikernel, so we
only compared with Graphene. X-Containers outperform
Graphene by more than 50%, since in Graphene, processes
use IPC calls to coordinate access to a shared POSIX library,
which incurs high overheads.

For Figure 6c we evaluated the scenario where two PHP
CGI servers were connected to MySQL databases. We en-
abled the built-in webserver of PHP, and used the wrk client
to access a page that issued requests to the database with
equal probability for read and write. Graphene does not sup-
port the PHP CGI server, so we only compared to Unikernel.
As illustrated in Figure 7, the PHP servers can have either
shared or dedicated databases, so there are three possible
configurations depending on the threat model. Figure 6c
shows the total throughput of two PHP servers with differ-
ent configurations. All VMs were running a single process
with one CPU core. With Shared and Dedicated configura-
tions, X-Containers outperform Unikernel by over 40%. Fur-
thermore, X-Containers support running PHP and MySQL
in a single container (the Dedicated & Merged configura-
tion), which is not possible for Unikernel. Using this setup,
X-Container throughput is about three times that of the
Unikernel Dedicated configuration.
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Figure 9. Spawning time and memory footprint.

5.6 Scalability
We evaluated scalability of the X-Containers architecture by
running up to 400 containers on one physical machine. For
this experiment, we used an NGINX server with a PHP-FPM
engine. We used the webdevops/PHP-NGINX Docker image
and configured NGINX and PHP-FPM with a single worker
process. We ran the wrk benchmark to measure the total
throughput of all containers. Each container had a dedicated
wrk thread with 5 concurrent connections—thus the total
number of wrk threads and concurrent connections increased
linearly with the number of containers.

Each X-Container was configuredwith 1 vCPU and 128MB
memory. We also evaluated Xen HVM and Xen PV configura-
tions that ran Docker containers in regular Xen HV and PV
instances respectively. Each Xen VM had 1 vCPU and 512MB
memory. Note that 512MB is the recommended minimum
memory size for Ubuntu 16.04. When using smaller mem-
ory size like 256MB, the VMs can still boot, but the network
starts dropping packets. Since the physical machine only had
96GB memory, we can run 200 VMs at most.

Figure 8 shows the aggregated throughput of all containers
or VMs. Docker achieves higher throughput for small num-
bers of containers since context switching between Docker
containers is cheaper than between X-Containers and be-
tween Xen VMs. However, as the number of containers in-
creases, the performance of Docker drops faster. This is be-
cause each NGINX+PHP container runs 4 processes: with
N containers, the Linux kernel running Docker containers
is scheduling 4N processes, while X-Kernel is scheduling N

vCPUs, each running 4 processes. This hierarchical sched-
uling turns out to be a more scalable way of co-scheduling
many containers. With N = 400, X-Containers outperform
Docker by 18%. Note that in this experiment, we avoided
over-subscribing memory. If memory becomes a bottleneck,
due to the lack of dynamic memory allocation, X-Containers
will have higher overhead than Docker.

5.7 Spawning Time and Memory Footprint
We evaluated the overhead of X-Containers on spawning
time and memory footprint, comparing to the same version
of Docker engine as we used for X-Containers running on an
unmodified Linux kernel. These experimentswere performed
in Amazon EC2 c4.2xlarge instances.

To measure the spawning time, we instrumented the sys-
tem to record timestamps of some critical events. We then
spawned a Ubuntu 16.04 container and ran the date com-
mand to print out a timestamp as the point of finishing
spawning the container. Figure 9a shows the detailed break-
down of the time spent on different phases when spawning
a new container. Docker takes 558ms to finish spawning,
which we counted as all for “User Program” although some
of them is actually spent in kernel for security and resource
configurations. For X-Containers, it takes 277ms to boot a
new X-LibOS, and another 287ms for spawning the user pro-
gram. We spawn the user program faster than Docker since
we skip most of the security and resource configurations.
However, the overhead of Xen’s “xl” toolstack adds another
3.66 seconds to the total spawning time. We are integrating
X-Containers with the “runV” runtime [23] which brings the
toolstack overhead down to 460ms.
To evaluate the memory footprint, we used the

micropython container, which runs a python script to check
memory utilization from the /proc file system. Figure 9b
shows the breakdown of memory usage. The micropython
process itself consumes 1 to 2 MB memory. However, the
docker stats command reports 3.56MB extra memory
consumption (counted from cgroups) used for page cache
and container file system. For X-Containers, the “Extra”
11.16MB memory includes page cache for the whole sys-
tem and all other user processes such as the initial bash
and switch_root tools. The 8.8MB memory for “X-LibOS”
includes kernel code and text segments, kernel stack, page
tables, and slab memory. Note that there is some “free” mem-
ory in an X-Container that can be reduced by ballooning, but
cannot be totally eliminated due to the minimal requirement
of the Linux kernel.

6 Related Work
6.1 Application Containers
OS-level virtualization [67] provides a lightweight mech-
anism of running multiple OS instances. Docker [10],
LXC [18], OpenVZ [20], and Solaris Zones [6] are different
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implementations of OS-level virtualization. Generally, these
solutions provide poor kernel customization support, and
application isolation is a concern due to the sharing of a large
OS kernel. Although there are mitigations such as seccomp
and SELinux which allow specification of system call filters
for each container, in practice it is difficult to define a good
policy for arbitrary, previously unknown applications [12].
Various runtimes have been proposed to address the

problem of security isolation in containers. Clear Con-
tainers [15], Kata Containers [16], Hyper Containers [13],
VMware vSphere Integrated Containers [25], and Hyper-
V containers [14] all leverage hardware virtualization sup-
port to wrap containers with a dedicated OS kernel run-
ning in a VM. However, deploying these platforms in virtual-
ized clouds requires nested hardware virtualization support,
which is not available everywhere, and can cause significant
performance penalties even when it is available [5]. Google
gVisor [12] is a user-space kernel written in Go that supports
container runtime sandboxing, but it provides limited com-
patibility [55] and incurs significant performance overhead.

LightVM with TinyX [60] creates minimalistic Linux VM
images targeted at running a single application container.
Similar to X-Containers, LightVM leverages the Xen hyper-
visor to reduce the TCB running in kernel mode, and can
leverage Xen-Blanket [71] to run in public clouds. However,
this can introduce significant performance overheads, as
we saw in Section 5. LightVM focuses on improving Xen’s
toolstack for scalability and performance, which can be inte-
grated with X-Containers.
SCONE [29] implements secure containers using Intel

SGX, assuming a threat model different from X-Container’s
where even the host OS or hypervisor cannot be trusted. Due
to hardware limitations, SCONE cannot support full binary
compatibility and multi-processing.

6.2 Library OS
The insight of a Library OS [28, 40, 43, 56, 64] is to keep
the kernel small and link applications to a LibOS containing
functions that are traditionally performed in the kernel. Most
Library OSes [27, 43, 47, 64, 65] focus exclusively on single-
process applications, which is not sufficient for multi-process
container environments, and cannot support more compli-
cated cloud applications that rely on Linux’s rich primitives.
Graphene [69] is a Library OS that supports multiple Linux
processes, but provides only one third of the Linux system
calls. Moreover, multiple processes use IPC calls to access
a shared POSIX implementation, which limits performance
and scalability. Most importantly, the underlying host kernel
of Graphene is a full-fledged Linux kernel, which does not
reduce the TCB and attack surface.
Unikernel [58] and related projects, such as EbbRT [66],

OSv [53], ClickOS [61], and Dune [35, 36], proposed compil-
ing an application with a Library OS into a lightweight VM,
using the VM hypervisor as the exokernel. These systems

also only support single-process applications, and require
re-writing or re-compiling the application. In contrast, X-
Containers supports binary level compatibility and multiple
processes. In addition, X-Container supports all debugging
and profiling features that are available in Linux.
Usermode Kernel [45] is an idea similar to X-Containers

that runs parts of the Linux kernel in userspace in VMs.
However, some parts of the Usermode Kernel still run in
a higher privilege level than user mode processes, and it
is not integrated with application container environments.
Moreover, Usermode Kernel currently only works for x86-32
architectures. Kernel Mode Linux (KML) [59] allows exe-
cuting user programs inside kernel space. However, KML
requires hardware virtualization in order to isolate different
applications.

As a final point, none of the previous work on containers
and LibOSes are specifically designed for cloud-native ap-
plications, either incurring high performance overheads, or
sacrificing compatibility. As more applications switch from
monolithic designs to large graphs of loosely-coupled mi-
croservices, it is important for container technologies to also
evolve to fully exploit the potential of cloud-native systems.

7 Conclusion
In this paper, we propose X-Containers as a new security
paradigm for isolating single-concerned cloud-native con-
tainers: minimal exokernels can securely isolate mutually
untrusting containers, and LibOSes allow for customization
and performance optimization. X-Containers introduce new
trade-offs in container design: intra-container isolation is
significantly reduced for improving performance and inter-
container isolation. We demonstrate an implementation of
the X-Containers architecture that uses Xen as the X-Kernel
and Linux as the X-LibOS, achieving binary compatibility
and concurrent multi-processing without the requirement of
hardware virtualization support. We show that X-Containers
offer significant performance improvements in cloud envi-
ronments, and discuss the advantages and limitations of the
current design, including those pertaining to running un-
modified applications in X-Containers.

Availability
The code of the X-Containers project is publicly available at
http://x-containers.org.
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