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Abstract

Future chip multiprocessors (CMPs) will be expected to deliver robust performance in the face of manufacturing process variations and hard errors. While prior research has addressed how to keep these chips functional, these degraded CMPs may still be unusable because of lost performance and power efficiency. The unpredictable nature of the variability and faults will create dynamic heterogeneity among the cores of these CMPs. In prior work, we developed scheduling algorithms that mitigate the impact of core degradation by appropriately matching applications in the workload with cores of differing capabilities. In this paper, we study the scalability of these algorithms in CMPs ranging from four to sixty-four cores. Our results show that our algorithms which perform multiple exploration steps in parallel have greater potential to scale to larger CMP organizations.

1. Introduction

As Moore’s Law continues to deliver exponentially more transistors on a die over time, computer architects have transitioned to the multi-core approach whereby these transistors are used to create additional cores on the same die. While this strategy does not improve individual single-threaded applications, it does permit higher throughput on multithreaded workloads, including those comprising multiple sequential applications. However, increasing microprocessor power dissipation and reliability challenges threaten to limit the benefits of further scaling.

While transient (soft) errors are a near-term research focus, permanent (hard) errors and circuit variability are projected to become a significant challenge [4]. In this work, we focus on permanent faults and variations caused by imperfections in chip manufacturing and lifetime wear-out. These manifest as inoperable transistors, open or shorted wires, slower critical timing paths (decreasing operating frequency), and higher leakage power. Since the errors and variations are a result of largely random physical processes that occur during manufacturing and usage, each core on a CMP will be uniquely affected. The result will be an unpredictably heterogeneous CMP, even though it may have been designed as a homogeneous architecture.

As these hard errors and variations become more prevalent, manufacturers will not be able to afford to discard affected chips, but will instead be forced to develop microprocessors that tolerate these shortcomings. Many researchers have developed resiliency approaches that allow processors to remain functional despite reliability problems [1,5,23,24,25,27,28]. However, these functional but degraded cores may fail to provide the minimum expected level of performance, or may dissipate unacceptably high amounts of power.

Our previous work [30] proposed a number of scheduling algorithms that recapture most of the lost performance and power efficiency by intelligently matching the application characteristics of a workload of sequential programs to the level of functionality of each degraded core. Two different approaches were taken to develop effective schedulers in [30]. The first approach is to make simplifying assumptions about the interactions between the sequential applications running on each core. This reduces the general scheduling problem to the Assignment Problem which we solve using a scheduler based on the Hungarian Algorithm [18]. The second set of scheduling algorithms is based around iterative optimization algorithms which are commonly applied to similar hard combinatorial problems [20,22]. Compared to the Hungarian scheduling algorithm, these iterative techniques are simpler to implement and less computationally intensive. The best algorithm is a variant of local search that explores the scheduling search space by swapping the core assignment of pairs of applications in every iteration.

Our prior work only considers an eight core CMP with a single degraded configuration. This paper explores the relative scalability of the different scheduling algorithms on CMPs with four to sixty-four cores, while considering multiple randomly generated degraded configurations, and multiple randomly generated workloads. An N core CMP has N! possible
scheduling assignments leading to a rapidly growing search space as the number of cores increases. We characterize the runtime of the Hungarian scheduling algorithm on different problem sizes to determine if the complexity of the algorithm is destined to restrict its usage to smaller CMPs. Moreover, we assess the significance of the number of exploration intervals employed by our iterative search algorithms. Through this analysis, we direct future research in scheduling algorithms for large-scale unpredictably heterogeneous CMPs towards algorithms that are most likely to scale well.

2. Overview of Scheduling Algorithms

We briefly describe our scheduling algorithms here and refer the reader to [30] for a more detailed explanation. All of our algorithms are designed to operate over fixed, relatively short periods. At the end of each period, the scheduling decisions are reassessed to account for application phase changes, program completion, and newly arriving applications. Our baseline algorithm rotates the application to core assignment in a round robin fashion each scheduling interval. The goal is to avoid worst case behavior by evenly assigning the application to each degraded core.

The more sophisticated schedulers start each period with an exploration phase during which the algorithm samples a number of possible assignments to gather profiling information. This information is then used to determine a predicted best schedule which is run during the steady phase. We study three algorithms that employ this two phase approach: the Hungarian scheduling algorithm, global search, and local search.

The Hungarian scheduling algorithm is based around the Hungarian Algorithm which solves a classic operations research problem called the Assignment Problem, also known as Weighted Bipartite Matching in graph theory [18]. This scheduler assumes that an application’s sampled performance and power characteristics on a degraded core during the exploration phase will accurately reflect the program’s behavior throughout the scheduling period and that this behavior will hold regardless of the core assignment of the other concurrently running applications. Hence, the algorithm assumes the applications do not exhibit dynamic phase behavior over the short scheduling period, and that interactions, such as contention for off-chip bandwidth and inter-core heating, are negligible between sequential programs running in parallel on the CMP. During the exploration phase, the algorithm samples each application on each core. Using the above assumptions, finding the best schedule based on this sampled information is reduced to applying the Hungarian Algorithm.

Global search and local search are iterative algorithms which greedily explore the space of possible schedules for an assignment that improves the best schedule found thus far. The exploration phase is divided into a number of evenly sized intervals and the algorithms sample a new configuration each time. Global search (Figure 1) simply samples a random configuration each time. The best performing configuration is then used during the steady phase.

Local search picks a random schedule to start and then repeatedly explores the neighborhood of the current best assignment for a better schedule. The neighborhood of the current schedule is all schedules that can be generated through a small change to the current schedule. In each subsequent iteration, one such neighbor is randomly sampled. In our implementation, the neighborhood is defined as those assignments that can be derived by performing a fixed number of pairwise swaps to the original assignment. An example of local search with two swaps is illustrated in Figure 2.
In [30], we found that the more benchmarks swapped each interval, the better local search performed. In this paper, we study Local Search N/2 which performs N/2 pair-wise swaps involving all applications running on the cores. Our multi-swap variants of local search accept good swaps while discarding others. Performing multiple swaps and allowing the partial acceptance of swaps improves performance because it more rapidly traverses the search space. In this work, we study whether these algorithmic features continue to provide benefits beyond the single eight core degraded configuration employed in [30].

3. Methodology

Our simulation framework uses a hierarchical infrastructure to rapidly evaluate large-scale multi-core processors (Figure 3). In this study, we focus on sequential programs, in this case from the SPEC CPU2000 suite, and run a set of these applications simultaneously on our CMP, one on each core. With these sequential workloads, there is only limited direct interaction between concurrently executing programs. We assume private L2 caches which eliminates inter-thread cache effects, and that the L2 caches surround each core, which also significantly reduces inter-core heating that impacts leakage power. Finally, we assume that the off-chip bandwidth is statically partitioned among the cores, which avoids interaction through contention between accesses to main memory and I/O.

With these assumptions, our framework evaluates a large-scale CMP by combining single application, single core simulations. We perform single core simulations of each application for each possible degraded core configuration using an improved version of the SESC simulator [21]. We augmented SESC’s power and thermal modeling with Cacti 4.0 [29], an improved version of Wattch [6], the block model of Hotspot 3.0 [26], and an improved version of HotLeakage [31]. Our baseline core is a single-threaded, three-way superscalar, out-of-order processor. See [30] for more details about the core microarchitecture.

These single-core simulations are combined by a chip-wide simulator implemented in Perl which performs two roles. First, it compiles the performance, power, and thermal simulation statistics from SESC for each application/core pair into the complete statistics for the chip multiprocessor. Second, it performs the role of the operating system scheduler by implementing the various scheduling algorithms and executing the required single-core simulations for the exploration and steady phases of the chip simulation. This approach makes the simulation runtime relatively insensitive to the number of cores in the CMP configuration. Moreover, the execution results from running a particular application on a certain degraded core configuration can be reused in future CMP simulations whenever that application/core configuration reoccurs.

In this study, we evaluate a 40 million cycle window of each application execution. This window is used for each round robin rotation interval, each Hungarian scheduling algorithm sample, and each search algorithm exploration interval. The algorithms attempt to optimize the scheduling assignment that should be used for this interval. To evaluate the algorithms, a chip-wide simulator calculates the average energy-delay-squared (ED^2) product of the best schedule found by the algorithms based on the performance and power dissipation values from SESC. One exception is the round robin algorithm, where the mean performance and power values across each of the N rotations for an N core CMP are used to compute the ED^2 in order to account for the averaging effect of the rotation. The average ED^2 is compared against the average ED^2 of a baseline architecture with homogeneous cores without any errors or variations, as well as an oracle scheduler which uses the optimal assignment of applications to cores over the 40M cycle interval.

We examine chip multiprocessors with four, eight, 16, 32, and 64 cores. We randomly generate four appropriately sized workloads from among 17 SPEC CPU 2000 benchmarks for each CMP organization (The other SPEC benchmarks do not run on our SESC simulator). Moreover, we consider three types of degradation. We model the disabling of all or part of a processor component such as an ALU or a set of queue entries. Cores can also be restricted to a lower than nominal frequency by process variations. Finally, sections of the core can suffer from increased leakage causing higher than normal static power. Table 1 presents a list of the core degradations possible for each type of fault. To make the study more feasible, we
reduce the space of possible degraded configurations by assuming a core can be affected by only one problem (or none) from each category of degradation. In all, there are $12 \times 4 \times 7 = 336$ such degraded core configurations. With 17 applications, and our use of the fixed 40M cycle intervals, we run a total of 5,712 simulations that are reused across the scalability study.

<table>
<thead>
<tr>
<th>Table 1: Possible forms of core degradation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category of Degradation</strong></td>
</tr>
<tr>
<td><strong>List of Options</strong></td>
</tr>
<tr>
<td>Degraded Component</td>
</tr>
<tr>
<td>none</td>
</tr>
<tr>
<td>memory latency is doubled</td>
</tr>
<tr>
<td>half the L2 cache</td>
</tr>
<tr>
<td>half the L1 icache</td>
</tr>
<tr>
<td>front-end bandwidth is reduced from 3-way to 2-way fetch/decode/rename</td>
</tr>
<tr>
<td>half the integer issue queue</td>
</tr>
<tr>
<td>integer issue bandwidth is reduced to one</td>
</tr>
<tr>
<td>one integer ALU is disabled</td>
</tr>
<tr>
<td>half the load queue</td>
</tr>
<tr>
<td>half the store queue</td>
</tr>
<tr>
<td>half the L1 Dcache</td>
</tr>
<tr>
<td>half the re-order buffer</td>
</tr>
<tr>
<td>Frequency Degradation</td>
</tr>
<tr>
<td>none (4 GHz)</td>
</tr>
<tr>
<td>10% (3.6 GHz)</td>
</tr>
<tr>
<td>20% (3.2 GHz)</td>
</tr>
<tr>
<td>30% (2.8 GHz)</td>
</tr>
<tr>
<td>Increased Leakage</td>
</tr>
<tr>
<td>none</td>
</tr>
<tr>
<td>2X nominal in L1 caches and TLBs</td>
</tr>
<tr>
<td>2X nominal in front-end and ROB</td>
</tr>
<tr>
<td>2X nominal in integer back-end</td>
</tr>
<tr>
<td>2X nominal in floating point back-end</td>
</tr>
<tr>
<td>2X nominal in load and store queues</td>
</tr>
<tr>
<td>2X nominal across core (excluding L2)</td>
</tr>
</tbody>
</table>

4. Results and Discussion

4.1. Scheduling Algorithm Performance

Our goal is to characterize the potential of our scheduling algorithms and gauge how this potential is affected by scaling the number of cores. Consequently, we initially assume that our algorithms have sufficient time to sample different points in the search space. For instance, the Hungarian scheduling algorithm is able to obtain all $N^2$ samples of the execution of each of the $N$ applications on each of the $N$ cores. For large-scale CMPs, there may not be enough time to obtain all the samples, unless the samples are very short, but then they may not reflect the long term behavior of the application.

In addition, we report the $ED^2$ results for the steady phase of the algorithms, ignoring the overhead of sub-optimally executing applications during the exploration phase, since it is unclear how long the exploration and steady phases should be. Future work will consider the impact of different scheduling period lengths and ratios of exploration time to steady phase time.

Figure 4 shows the overall results of running each of the scheduling algorithms as the number of cores in the CMP is varied from four to sixty-four. Each bar represents the average increase in $ED^2$ across 16 different simulations (four workloads run on each of four degraded CMP configurations) relative to a baseline CMP of the same size unaffected by hard errors or variations.

The first bar in the graph represents the worst case assignment of application to cores, or the maximum possible loss in power/performance efficiency if programs were assigned to cores randomly without any thought towards core heterogeneity and the affinity of applications for some cores. For the four core designs, the worst case can be as bad as 55% above the baseline with no degradation, reaching 71% worse $ED^2$ for larger CMPs. The last bar in the graph represents an oracle scheduler that has complete knowledge, including the performance of the applications on the baseline core, and thus can find the scheduling assignment closest in $ED^2$ to the baseline.

From the results, we see that the naïve round robin algorithm performs quite poorly although much better than the worst case. This algorithm does quite well on homogeneous CMPs and on multi-core architectures which are designed intentionally to be heterogeneous. However, in our scenario round robin’s averaging effect is not capable of reclaiming the full potential of...
the baseline design, leading to energy-delay-squared increase of over 25% across all configurations.

The Hungarian scheduling algorithm finds very close to the optimal schedule, coming within 0.15% of the ED$^2$ of the oracle scheduler. The algorithm also reduces the impact of the core degradation with more cores. It fares best with 64 cores, reducing the ED$^2$ increase from 26.8% for round robin to only 12.3%, reclaiming more than half the lost efficiency.

For the search algorithms, we allow each algorithm to use 25 exploration intervals as in [30]. (Section 4.3 shows how the number of search intervals affects the success of the algorithm.) Figure 5 shows that while global search is competitive for smaller CMP configurations, it scales quite poorly, eventually lagging behind the Hungarian scheduling algorithm by 14.3% for 64 cores. As the search space increases with more cores, global search cannot perform well when evaluating only 25 randomly sampled schedules.

Local Search 1, which performs one swap to find a neighbor in each exploration interval, initially fares better than global search but still fails to scale to larger CMPs. As the number of cores increases, the search space explodes and for 64 cores, it’s better to run global search and evaluate 25 random configurations than to run local search in one corner of the search space.

Local Search N/2 swaps the core assignment of every application with another one in each search interval. With the ability to incorporate good swaps into the best solution and discard poor swaps, Local Search N/2 actually evaluates 2$^{N/2}$ scheduling assignments each interval. This means that the algorithm evaluates more assignments as the number of cores grows in the same period of time. This feature may provide Local Search N/2 with the ability to scale to larger multi-core architectures. In our study, this search algorithm’s ED$^2$ increase is never more than 1.7% above the oracle scheduler across all core sizes.

Another insight from this study is that as the number of cores is increased, the potential for the scheduling algorithms to mitigate performance losses and power dissipation gains from unreliable cores increases. While the oracle algorithm delivers an ED$^2$ 24% higher than the baseline for a four core chip, it gets progressively better until it is only 12.2% worse for 64 cores. Likewise the oracle achieves an ED$^2$ 8.8% less than round robin for four cores, but this improves to 14.6% for 64 cores. The reason that the oracle, Hungarian, and Local Search N/2 schedulers perform better relative to the baseline as the number of cores scales up is that the application and core configuration diversity increases with larger CMPs. With more programs and more degraded configurations, there is more of an opportunity to find a really good match between each application and core and reduce the performance and power penalty caused by the errors and variations.

4.2. Scalability of Hungarian Scheduler

In order to assess the runtime of the Hungarian Algorithm on different size chip multiprocessors, we took the algorithm for our chip-wide simulator and re-implemented it in C. We developed an O(n$^4$) version of the algorithm which is easy to program and verify for correctness. The algorithm was then compiled and we simulated its execution on our version of SESC using the baseline core configuration. As input, we used the sampled data from each of the actual Hungarian scheduling algorithm runs from the study in Section 4.1.

Figure 5 shows the results. Each bar represents the average runtime for the 16 configurations used for each CMP size. While the runtime is negligible for the smaller configurations, it becomes quite substantial for a 64 core CMP, taking over 15 million cycles. The curved black line and the equation at the top of the graph represent the Microsoft Excel 4$^{th}$ order polynomial trendline. The R$^2$ value of 1.0 indicates a perfect fit to the data, consistent with the O(n$^4$) complexity of our algorithm.

![Figure 5: Runtime of Hungarian Algorithm](https://via.placeholder.com/150)

The rapidly growing cost of computing the solution to the Assignment Problem raises concerns about the scalability of the Hungarian scheduling algorithm to future large-scale CMPs. While a more efficient implementation can reduce the time complexity to O(n$^3$) [18], this runtime may still be too long for practical use. Future work will consider applying parallelized version of the Hungarian Algorithm to reduce the computation cost [7]. The Hungarian scheduling algorithm also needs to collect N intervals
worth of sampled execution as input to the computation. This again poses a scalability problem for large CMPs. We plan to explore incremental variants of the Hungarian Algorithm that can resample only the applications that have changed phases or have recently entered the system. These algorithms can quickly modify the current best assignment to adjust for these changes, rather than recompute the entire assignment from scratch [17].

4.3. The Impact of the Number of Intervals on the Search Algorithms

Our final study seeks to evaluate how the number of intervals allocated to the search algorithms affects their performance. In Section 4.1, we allocated 25 intervals to each of the three search algorithms. In Figure 6, we show how these three algorithm perform as the number of intervals is varied from five to 100. The base segment of each bar in the graph shows the $E_D^2$ increase of the oracle scheduler. This represents the lower bound on the performance of the search algorithms. The next segment shows how well the search algorithms do when given the maximum of 100 intervals to try different points in the search space. Each subsequent bar on top represents the added increase in $E_D^2$ when the algorithms have fewer search intervals. For each of the search segments, the bar represents the results of 160 runs, corresponding to ten runs with different random seeds for each of the four application workloads and four degraded core configurations.

When given 100 intervals, Local Search 1 does better than global search up to 16 cores. However, as the search space rapidly increases, the performance of Local Search 1 degrades. Furthermore, reducing the number of sampling intervals significantly increases its $E_D^2$. With only five search intervals, Local Search 1 does even worse than global search because it explores a tiny segment of the space.

Local Search N/2 holds the most promise for scaling to larger CMPs. With 100 search intervals, its performance is never more than 0.6% above the oracle. Local Search N/2 continues to do well even with only 50 and 25 intervals, but the $E_D^2$ starts to increase significantly when only ten and five search intervals are permitted. Local Search N/2 has two distinct advantages over the Hungarian scheduling algorithm. First, it only needs to perform small amounts of computation ($O(n)$ compared to Hungarian’s $O(n^3)$) to generate random swap pairs and evaluate if the swapped applications performed better or worse on their new core assignment. Second, by evaluating $2^{N/2}$ scheduling assignments in parallel every search interval, Local Search N/2 achieves good results with a shorter exploration phase than the Hungarian scheduler’s N samples.

5. Related Work

A number of prior research areas closely relate to our degraded CMP scheduling problem. Previous work strives to understand, model, and mitigate manufacturing process variations (PV). Most work on PV focuses on the semiconductor device and circuit level, but a number of researchers have devised system-level approaches. Humenay et al. [9, 10] examine how parameter variations specifically impact multi-core chips. Several studies [15,16,19] propose to reduce the negative impact of variations on frequency and yield. Many of these mechanisms create heterogeneity on a CMP by disabling array elements or creating variable access times.

Other previous research uses the operating system to improve CMP energy efficiency. Juang et al. [12] argue for coordinated formal control-theoretic methods to manage energy efficiency in CMPs. Isci et al. [11] further develop globally aware policies to dynamically tune DVFS to workload characteristics to maximize performance under a chip-wide power constraint. While this effort has similar elements to ours, they use DVFS to improve efficiency, whereas in our heterogeneous CMP, we use core scheduling.

In designed heterogeneous CMPs [3,14], the heterogeneity is architected into the system rather than
the unplanned result of hardware faults and variations. As a result, the degree and nature of heterogeneity is quite different. Kumar et al. [14] focus on multi-programmed performance and applications are scheduled on cores to best match execution requirements. However, since only two types of cores are used, the solution space is small and thus a simple sampling scheme achieves good assignments. Becchi and Crowley [3] extend that work to use performance driven heuristics for scheduling. Our scheduling problem is far more complex: an unpredictably large number of heterogeneous organizations can arise in term of frequency, dynamic power, and leakage currents, in addition to architectural parameters.

Kumar et al. [13] study heterogeneous architectures where the cores are not restricted to a few configurations. The goal is to determine how much heterogeneity is necessary and how the cores should be designed to fit a given power budget. They focus on the design issues rather than the scheduling aspect. Balakrishnan et al. [2] study the impact of asymmetry in core frequency on parallel commercial workloads using a hardware prototype. Ghiasi et al. [8] examine heterogeneity due to cores running at different voltages and frequencies. While their work adapts the core voltages and frequencies, we investigate cores with unpredictably heterogeneous frequencies and leakage. We adapt the workload assignment to mitigate possible negative affects.

6. Conclusions

In this paper we explore the scalability of scheduling algorithms that we previously proposed for unpredictably heterogeneous CMPs. We find that global search and local search with one swap fail to scale effectively because they do not evaluate a sufficiently large portion of the search space during their exploration phases. The Hungarian scheduling algorithm achieves energy-delay-squared values extremely close to the oracle scheduler but suffers from the dual problems of high computational complexity and the need to collect a large number of samples during the exploration phase. Future work will examine variants of the Hungarian scheduler that address these scalability limiting factors. Local Search N/2 holds the most promise for scheduling in large-scale chip multiprocessors because it has a lower computational cost and is capable of assessing many application assignment options in parallel, making it effective even with few sampling intervals. Future work will develop schedulers specifically tailored to function well on CMPs with many cores, and when there is limited exploration time and dynamically changing workloads.
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