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Abstract—This paper investigates cache placement on a cooperative cache built from individual client caches in an online social network or web service. We use a service that maintains a mapping between content and the clients that cache it, and propose cache placement schemes that leverage relationships between clients (for example, social links) and workload statistics, proactively placing content on clients that are likely to access it. We evaluate efficacy through simulation, comparing our schemes against commonly used cache placement algorithms as well as optimal placement. We synthesize a workload to match characteristics of online social networks. Simulation results of our proposed caching schemes impose moderate network overhead and show considerable improvement to the client’s cache hit ratio, even under churn.
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1 INTRODUCTION

The increasing popularity of today’s content-sharing web services such as Online Social Networks (OSNs), photo-sharing websites, and video-on-demand systems is leading to vast amounts of generated content. Services need to either rely on Content Delivery Networks (CDNs) and cloud storage to meet the increasing demand, or build, deploy, and manage their own content delivery systems. Both approaches are expensive and thus are often only accessible to large companies.

An alternative is to deploy cooperative caching [1], [2], where clients of the service act as caches and serve content to each other in a peer-to-peer (P2P) fashion. Cooperative caching has multiple benefits: First, it offloads the service, thus mitigating the cost of content delivery. Secondly, it helps with flash crowds [3], since a flash crowd will provide the service with a proportionally large cache capacity to deal with the spike in demand. Thirdly, cooperative caching schemes can substantially reduce access latency since content resides close to the clients themselves. Finally, it improves network resource utilization by distributing bandwidth usage to many client-to-client connections, offloading the service’s backbone network.

Cooperative caching has been around for some time, but it has recently gained renewed interest for various reasons. First, technology has become available that enables easy deployment of such schemes. Maygh [2] is an example system that leverages non-intrusive technologies such as Flash and WebRTC for browser-to-browser communication to show the feasibility and benefits of cooperative caching for today’s services. Secondly, there is increasing availability of relationship information between clients such as social links, users subscriptions to other users’ updates, etc. Such information can provide the service with better insights into access patterns, which can be leveraged for efficient cache placement strategies.

This work focuses on how to better organize the client caches in a cooperative cache setting and studies the cache placement problem for a cooperative cache built on the clients of an OSN or similar content-sharing services. Compared to our previous work [4], we have developed improved strategies, address the effect of client churn, use more realistic workloads to evaluate our strategies, and consider privacy issues that arise in cooperative caching.

We consider a system model similar to that of Maygh. Each client maintains a cache of limited capacity for caching content and can communicate with other clients. The service has a growing corpus of objects that can be requested by clients and maintains an approximate mapping between objects and the clients that cache those objects.

Because strategically placing cached content can significantly affect performance and overhead in such a cooperative environment [5], we investigate how cache placement affects hit ratio and load perceived by the service and the clients. We make the following contributions:

- We propose two novel cache placement strategies that take advantage of known relationships between clients (for example, social links) and the workload on the service. Both schemes proactively create cached copies of content on clients that are more likely to access it based on those relationships. One of these strategies allows tuning proactivity, thus controlling the approach’s tradeoff between benefits and costs;
- We evaluate our approaches and compare them with three common placement strategies. We also compare them with optimal placement schemes that assume full knowledge of the workload. Our evaluation uses simulation on synthetically generated graphs and workloads that match certain characteristics of OSNs [6], [7];
- We evaluate how our approaches work under churn.

Our findings suggest that we can substantially improve clients’ hit ratios over common strategies at modest overheads. We show that, under certain assumptions, we can get a near-optimal client hit ratio.
2 System Model

In this section, we describe the model we assume for our cooperative cache. The model consists of two main components: a service and the set of its clients. We discuss these components and their interactions, and we consider security and privacy implications of cooperative caching.

2.1 The Service and its Clients

The main role of the service is twofold: First, in response to a client request, it either serves the contents of an object, or the location where the object is cached. Secondly, it determines which clients should cache the objects. We assume that objects are immutable; mutable objects are modelled as a sequence of versions, each being an immutable object. Each object has an owner—one of the clients of the service. We identify objects via keys that the service maintains in a key-value store along with the corresponding immutable content, the owner, and the set of clients that have recently cached the objects. Recency is here considered with respect to some time window determined by the service during which a client has been directed to cache an object. These directives are described in greater detail later in this section. The service tracks which clients are online by monitoring their most recent activity with respect to this time window.

Since we are focusing on OSNs, we assume that the service maintains a client relationship graph which encodes client subscriptions to the objects of a particular owner. In this graph, nodes represent clients of the service and edges represent client subscriptions. Such a graph can effectively model an OSN where client subscriptions represent mutual interest in the objects published by the corresponding clients. We assume the service either has access to such a graph or can construct it by enabling its clients to subscribe to each other’s objects. The exact details of how the service obtains the client relationship graph are outside the scope of this work. Our workload model is based on [8]: objects are accessed with a heavy-tailed distribution. The client accessing such an object is selected as follows: with probability \( NAP \) (Neighborhood Access Probability) the client comes from the neighborhood of the owner of the object, that is, from either the owner itself or one of its neighbors in the client relationship graph. Otherwise (with probability \( 1 - NAP \)), the client is selected uniformly at random from all clients excluding the ones in the neighbourhood of the owner.

The service interacts with the clients using what we call cache directives. A cache directive is a message that the service sends to a client either as a reply to a client’s request or as an unsolicited cache directive and has the following format: \((ID,C,D,L)\). \(ID\) is the identifier of an object (this can be a collision-resistant hash of its content), \(C\) is a boolean used to indicate whether the receiving client should cache the object or not, \(D\) is the content of the object (can be \(⊥\) to indicate that the content is not included in the message), and \(L\) is a set of cache locations, that is, a set of clients.

If a cache directive is a reply to a client’s request then \(ID\) holds the identifier of the object requested. If \(D ≠ ⊥\) then the service is providing the object’s content to the client and \(L = \emptyset\). If \(C = true\) then the service directs the client to store \((ID,D)\) in the the client’s cache. Conversely, if \(C = false\), the client should not cache the object. If \(D = ⊥\) then the content is not provided in the reply and the receiving client needs to fetch it from one of the locations in \(L\), and thus \(L ≠ \emptyset\). To do so, the client will issue a side-load request to locations in \(L\). We describe side-load requests in Section 2.2.

If a cache directive is an unsolicited one there are two cases: First, the directive is of the form, \((ID,false,⊥,\emptyset)\), in which case the receiving client must evict object \(ID\) from its cache if it is there. Second, the directive is of the form \((ID,true,⊥,L)\), where \(L ≠ \emptyset\) and the receiving client must fetch object \(ID\) from one of the locations in \(L\) and cache it even though that client did not explicitly requested it. When the service issues an unsolicited cache directive of the second form, we say that the service pushes object \(ID\) to the receiving client.

2.2 Client-side Caches

Each client is equipped with a cache of limited capacity that it can use for serving client requests. A client may evict an object from the cache either when it receives an eviction directive or when it has to cache an object and its cache is full. In the latter case, the client decides which objects to evict using some eviction policy such as Least Recently Used (LRU), Least Frequently Used (LFU), or Adaptive Replacement Cache (ARC) [9].

A client can interact with the service and other clients using three types of messages: request\((ID)\), side-load\((ID)\) and cache-update\((ID, U)\). When a client requires access to an object, \(ID\), that does not reside in its cache, the client sends a request\((ID)\) message to the service. The service responds with a reply cache directive like those described in Section 2.1. If the response has a non-empty location list, the requesting client sends side-load\((ID)\) messages to each of the clients in the location list, starting with the first one. A client receiving a side-load request for some object, \(ID\), checks its cache and if \(ID\) is there, responds with the content of the object; otherwise it responds with an error. If the requesting client receives an error or times out while waiting for a response from a location, it sends a cache-update\((ID, U)\) message to the service. The \(U\) component of the previous message is a list containing the clients that did not respond in time with the content of the object requested. If the service receives such a cache-update message, it updates its meta-data regarding the clients caching object \(ID\). If none of the clients on the location list provided in the reply and the receiving client needs to fetch the content, the client will issue a side-load request to locations in \(L\). If the service issues an unsolicited cache directive of the second form, we say that the service pushes object \(ID\) to the receiving client.
c', then c and c' learn something about one another, and in particular may learn something about one another’s interests. In a previous incarnation of our system [4], it was indeed trivial to learn this. We have made this significantly harder in our new approaches.

The main idea is the following: when a client c' receives a request for an object from another client c, c' cannot know if c requested the object from the service or whether the service sent c an unsolicited directive to cache the object. Vice versa, c cannot know if c' directly requested the object in its cache either. This gives both c and c' a level of plausible deniability. However, c' still learns that c is in the neighborhood of a client that requested the object. In order to increase the amount of plausible deniability, the service can sometimes select random clients to cache objects, similar to what was suggested for Maygh [2].

3 Cache Placement Strategies

In this section, we present various cache placement algorithms. The first three are intended for baseline comparisons. Next we present the proactive algorithms we have designed, leveraging social connections in order to improve individual client hit ratios. Then we present optimal versions of each algorithm, assuming knowledge of the future.

3.1 Baseline Approaches

Opportunistic Approach

The opportunistic scheme is a commonly used approach for CDNs and web caches. Maygh, BitTorrent, and Gnutella all use a variant of this approach. Upon receipt of a request, the service checks to see if there are clients caching the object. If so, the service responds with the locations of those clients. If not, the service provides the object itself. In either case, the service directs the client to cache the object (C = true), using LRU eviction if its cache is full.

Minimalistic Approach

The objective of the minimalistic approach is to minimize load on the server. To do so, it tries to keep at most one copy of an object in the collective cache of the clients. The scheme works as follows: When the service receives a request for an object, the service checks whether the object was recently cached by another client. If so, the service provides the requesting client with a singleton set L containing the client that has recently cached the object and sets directive C to false (that is, it requests the client not to cache the object). Otherwise, the service sends a directive to the client containing the content and sets C to true. In that case the client caches the object. If its cache is full, then LRU replacement applies.

Minimalistic*

The minimalistic approach has two main problems. First, a client that has a copy of a highly popular object becomes a hotspot since it must serve all requests for the object. Second, in case of churn many client-to-client loads may fail. Minimalistic* is a variant that only tries to minimize the number of copies held for unpopular objects.

When the service receives a request for an object ID from a client c, it first checks to see if there is a client c' that has recently loaded the object. If not, the service returns the object to c with the directive to cache it. If there is a client c', the service sends to c a directive (ID, true, ⊥, \{c'\}), directing c to load the object from c' and add the object to its cache. Upon receipt, c informs the service. If the popularity of ID is below a configured threshold, then the service directs c' to evict the object. The service approximates the popularity of an object by the fraction of requests issued for that object in a configured window of time.

For small thresholds, the algorithm approximates the opportunistic approach, because it is more likely that a copy of the requested object will be created on each request (for threshold value 0 they become identical). For large thresholds, the algorithm approximates the minimalistic algorithm.

3.2 Proactive Approaches

Basic Proactive Approach

The basic proactive algorithm leverages the client relationship graph by proactively pushing content to the neighborhood of the content owner. We here define the neighborhood of the content owner, or simply client, as the set containing the client itself as well as its neighbors in the client relationship graph.

When the service receives a request, it responds with either the object or a list of locations, L, as in the opportunistic scheme. The response is always a caching directive, that is, C = true. In addition, the service selects the \[r \times N_{owner}\] most recently active clients from the owner’s neighborhood, where \(r \in (0, 1]\), the replication factor, is a parameter of the algorithm and \(N_{owner}\) is the set of neighbors of owner. The service issues a directive to each of them to side-load and cache the object, excluding any clients that appear off-line or have recently cached the object already. Clients that do not have enough space left in their cache use LRU eviction.

Common Neighbors Proactive

We also propose a variant of the previous approach that we call the common neighbors proactive scheme. With this variant, the subset of the owner’s neighborhood to which the object is pushed is the intersection of the owner’s neighborhood and the neighborhood of the client requesting the object.

3.3 Space and Time Complexity

The space complexity of the previous approaches is the state required by the service to keep track of online clients and their cached objects. All approaches require this meta-data and thus the space complexity for all approaches is \(O(n \cdot m)\) where \(n\) is the number of clients of the system and \(m\) the total number of objects. Given an object identifier, the service needs to provide the set of clients that cache it. It must, therefore, keep a mapping from objects to caching clients. We assume that \(m \geq n\), which is reasonable for social networks since in most social networks users typically need an account to access data on the service and thus at least a profile object must exist per user. Notice that due to the previous
assumption, the additional client relationship graph required by the proactive approaches—which would typically require $O(n^2)$ space—is included in the previous bound. The size of the previous state increases substantially as the number of clients and objects increases, and thus additional measures need to be taken for keeping the state size manageable in popular social networks. Such measures may include garbage collection of old and/or unpopular objects and thinning of the service state across multiple machines, for example, by employing consistent hashing, geo-spatial information etc.

We consider time complexity with respect to the number of messages that need to be sent until the client receives the object it requested. We briefly describe the worst case analysis of a client’s request for each strategy. Each approach requires sending a message to the service to get a location of the cache, if it exists, or the object content otherwise. If a location is known, another message needs to be sent to that cache. From this point forward each approach may differ on the number of messages sent. In the minimalistic approach, a request will always be served after at most three messages. The first two messages are as above. The last one is sent to the service for retrieving the object when the provided location is no longer available, either due to time-out, failure, or due to the object no longer being cached at the location. The remaining approaches are similar with respect to the number of messages. This number is bound by the number of locations provided by the service, that is, $O(n)$. Notice that, by our model description, each time a client detects a cache location unable to provide the object, it has to inform the service via another message. This communication, however, is not crucial for obtaining the object and thus can be performed in the background. The previous bound can be very impractical and thus, in a real deployment, we could employ some optimizations for reducing the number of messages sent. Such optimizations might include trimming the service response to a fixed number of locations and contacting multiple locations in parallel, at an additional bandwidth cost.

Table 1 summarizes the previous discussion.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Space</th>
<th>#Messages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimalistic</td>
<td>$O(n^2m)$</td>
<td>3</td>
</tr>
<tr>
<td>All others</td>
<td>$O(n^2m)$</td>
<td>$O(n)$</td>
</tr>
</tbody>
</table>

TABLE 1: Space and message complexity of the cache placement strategies. Here $n$ is the number of clients and $m$ the number of objects.

The previous discussion suggests that minimalistic is the best algorithm since it performs better with respect to message complexity and equally well with respect to the memory needed. In practical systems however, client specific metrics like latency perceived and bandwidth spent to support the collaborative cache that offloads the service are more important. In addition, the cache described in Section 2 needs to gracefully handle the churn that is inherent in the peer-to-peer nature of the system. As we later see in the evaluation of the approaches (Section 5), the minimalistic strategies do not handle churn well. Finally, we note that all approaches scale similarly, though the proactive strategies do require additional effort for managing large scale client interaction graphs.

### 3.4 Optimal Variants

For comparison purposes, we have also implemented optimal variants of all previous algorithms. These variants assume knowledge of the future, which is provided in the form of an oracle that knows the trace of requests a priori.

For the minimalistic and opportunistic approaches, the oracle is used during the eviction process when the cache of the clients is full. In other words, clients implement Belady’s optimal algorithm for cache replacement [11].

For the proactive approaches, the oracle is used for optimal eviction as well as for optimal pushing. The optimal proactive schemes push copies only to those clients that will be requesting the object in the future.

There are two flavors of the optimal proactive algorithm. The first one, which we call globally optimal proactive, has the client push the object to all clients that will request it in the future (and potentially outside of the client’s neighborhood), excluding those that already cache it. The second flavor is called neighborhood only optimal proactive and works as the previous one with the restriction that copies are pushed only to clients that will request the object and are in the neighborhood of the owner.

### 4 Workload

In this section, we describe how we generate the workload used in our evaluation (Section 5). Our main focus is to capture workload characteristics of realistic OSNs where clients may share and subscribe to each other’s content.

One of the workload aspects we are interested in is the corpus of objects requested. We observe that the corpus of objects in OSNs continuously grows as time passes (for example, due to photos and posts uploaded by users). As a consequence, the relative popularity of objects decreases over time: old content becomes stale and unpopular, whereas new content gets more attention.

To capture these observations, we assume a corpus represented as a list of keys ordered by the objects’ popularities. We insert new objects in this corpus at a rate of approximately 1/30th of the aggregate request rate. We consider key insertions to play the role of writes and all clients’ requests to be the reads to the service. This read-heavy workload is commonly observed in OSNs and approximates Facebook’s key-value store [6] with respect to the read/write ratio.

When a new object is added to the corpus, its popularity (that is, its rank in the corpus list) is picked from a Zipfian distribution with skew parameter $\alpha$. Once the object’s rank is decided, its respective key is inserted in the corpus, increasing all equal or higher ranks by one. For each new object, an owner is selected uniformly at random from the set of clients. The key and content sizes of the newly inserted object are selected from the distributions provided by [6], reflecting Facebook’s key-value store and matching closely the object size distribution at Facebook [12]. Each time a new request is issued, we
select the object according to a Zipfian distribution with skew parameter $\alpha$.

According to the model above, the popularity of objects decreases as new objects are added in the corpus. We name this model the shifting popularity model (SP). This model was found to closely correspond to measurements performed on Facebook’s photo corpus [12]. The initial size of the corpus determines the speed at which the popularity of objects change. We revisit this issue in Section 5.

The time between client requests follows a Generalized Pareto distribution [6]. Request inter-arrival time is concentrated around $\sim 500\mu s$.

The last component of our workload generator is concerned with the client relationship graph that is used for selecting the client that issues a request for a given object. The specifics of the selection have been described in Section 2.1. For this work, we assume that the client relationship graph is static. This assumption simplifies cache location selection and generation of cache directives.

We leverage a graph model to synthetically generate graphs of any given size that share common graph characteristics such as node degree distribution, clustering coefficient, and others, with real social networks. There is a large number of graph models for social networks [13], [14], [15]. In this paper, we chose the modified nearest neighbor graph model [7], $G(n, u, k)$, because this model can generate graphs that approximate real social graphs best. The generation proceeds in steps. The model takes three parameters: 1) the total number of nodes, $n$, 2) a probability, $u$, that determines at each step if a new node is added or if a pair of 2-hop neighbors are connected, and 3) the number of node pairs, $k$, that are connected on a node addition. We derived the parameter values by fitting the nearest neighbor model to a set of real world graphs found in [16]. Our objective function for the fitting process takes into account the similarity of the generated graphs to the real ones with respect to node degree distribution and clustering coefficient.

Our request generation procedure takes a client relationship graph $G$, the NAP probability, and the skew parameter $\alpha$ as input and is described in Algorithm 1.

Algorithm 1 Request generation algorithm

```
1: procedure GENERATE REQUEST \( G, \alpha, \text{NAP} \)
2: \hspace{1em} select a key $k$ according to the SP model with parameter $\alpha$
3: \hspace{1em} if $p \leq \text{NAP}$ for $p \in [0, 1]$ chosen uniformly at random then
4: \hspace{2em} select the client $v$ issuing the request uniformly at random
5: \hspace{2em} from the object’s owner and its neighbors.
6: \hspace{1em} else
7: \hspace{2em} select client $v$ uniformly at random from all clients
8: \hspace{2em} excluding the owner and its neighbors.
9: \hspace{1em} end if
10: return $(v, k)$
11: end procedure
```

5 Evaluation

In this section, we compare the cache placement strategies described in Section 3. We assess key cache performance metrics through simulation on synthetically generated workloads as described in Section 4. There is a trade-off between the fidelity of a simulation and the scale at which we can run such a simulation. In order to run the simulations in a reasonable amount of time, the number of clients and the number of objects in the corpus in our experiments are significantly smaller than in a popular social networking site. A large service will still require sharding and multi-level caching such as used at Facebook [12], but this section will demonstrate that medium-scale services can significantly benefit from proactive cooperative caching. Existing scaling techniques like those presented in [2] may be used for porting the ideas illustrated here to systems of larger scale.

5.1 Setup

In our experiments, we vary the number of clients $n$ from 1 to 10,000 and keep the cache capacity per client, $c$, constant at 5MB. Many browsers, particularly on mobile devices, impose a 5MB limit on their HTML5 cache sizes [17]. We did experiment with larger cache sizes and found similar trends as reported below. The skew parameter of the Zipf distribution, $\alpha$, is kept constant at 1.1. We obtained this parameter value from [18], where a similar decreasing popularity mechanism is described and found to approximate a popular social network. Experimentation with larger skews also result in similar trends.

For a range of $n$, we generate a client relationship graph $G$ according to the nearest neighbor model (Section 4) with parameters $u = 0.96$ and $k = 1$. Then for each graph $G$, we generate a workload of 20 million requests using Algorithm 1 with NAP fixed to 0.8. The NAP value comes from [8] and is consistent with click stream behavior observed in social networks such as Orkut, LinkedIn, and others. (In Section 5.6 we investigate the effect of using a small NAP.) The size of the trace corresponds to 150 minutes of execution using the request rate discussed in Section 4.

Even though our workload implies the same number of requests for different numbers of clients, the results do not change. This is because after the warm up phase, and given the large initial size of the corpus, we reach a steady state behavior with respect to popularity of objects requested by each client. Thus, additional requests issued for smaller numbers of clients have negligible impact on the metrics we are interested in.

For each client $c$, we monitor the following:

- $h_c$, the number of requests it serves from its own cache (local hits),
- $s_c$, the number of requests that are served by another client (side-loads),
- $m_c$, the number of requests that are served by the service (client cache misses),
- $b_c$, the average bandwidth (over the length of the experiment) used to serve content to other clients.

The metrics examined in this evaluation are the following:

- The average local cache hit ratio: $\frac{\sum_c h_c}{\sum_c h_c + s_c + m_c} / n$
- The collective (global) hit ratio of the client caches: $\frac{(\sum_c h_c + s_c)}{(\sum_c h_c + s_c + m_c)}$
- The average bandwidth spent per client on serving content: $\sum_c b_c / n$
Fig. 1: Average local hit ratio per client and global hit ratio of the collective cache (a), and average bandwidth per client (b) for the opportunistic approach with 10,000 clients as time passes.

A local cache hit means that the client can serve an object out of its own cache. A global cache hit means that the server is invoked but the object is served from the cache of a client. A miss in both means that the server has to serve the object’s content.

An important consideration in our experiments is bias caused by the initial conditions of the simulation, in particular the initial size of the corpus. The fraction of objects that can fit in the collective cache is inversely proportional to the size of the corpus. In addition, the selection probabilities of each rank in the Zipf distribution change substantially as the corpus size increases for the first few million objects. To reduce the effects of an initially small corpus, we initialize the corpus with 10 million objects.

In Figure 1 we observe how the previously described metrics evolve over time for the opportunistic approach with a configuration of 10,000 clients. The corpus is initialized as previously mentioned and the client caches start empty. The x-axis shows the number of requests issued to the service from the beginning of the experiment. A simulated second contains ~2,000 requests. As the figures show, each metric stabilizes after approximately 10 million requests. This stabilization behavior is similar for all cache placement algorithms discussed in the paper.

In the following simulations, we begin each run with a 10 million request warm up phase (~75 simulated minutes), and then collect measurements for another 10 million requests.

We now summarize the various parameters that affect our simulations. We categorize them in three groups: First, there are those related to the cache placement algorithms such as the minimalistic’s popularity threshold and the replication factor of the basic proactive approach. Both determine how many copies of an object should be cached in the collective cache, but they target different sets of client caches.

Second, there are the parameters associated with the workload generation. These parameters are: i) The number of clients, or size of the client relationship graph, which ultimately determines the size of the system and collective cache. ii) The neighborhood access probability NAP, set to 0.8, which determines the user requesting a particular key. iii) The percentages of read and write requests in the workload set to 95% read and 5% write requests for all experiments. iv) The skew of Zipfian distribution that selects the next key to be requested, fixed at 1.1. v) The key and value sizes (in bytes) for each object that are determined by the Generalized Extreme Value and Generalized Pareto distributions respectively. The former has parameters $\mu = 30.7984$, $\sigma = 8.20449$, and $k = 0.078688$ and the latter has $\theta = 0$, $\sigma = 214.476$, and $k = 0.348238$. Both distributions are taken from $[6]$. vi) The nearest neighbor model’s parameters, that is, the probability $u = 0.96$, and the number of pairs $k = 1$, used for generating client relationship graphs that mimic real social networks.

Finally, there are the parameters that are specific to the simulations we ran. These concern the cache size of each client, which is set to 5MB for all clients, and the session window. The latter is expressed in number of requests received by the service before a client who has not issued any requests is considered as offline. The session is used to tune the churn in the experiments presented later in the section.

5.2 Base case comparison

In this section, we compare the strategies presented in Section 3. In the simulations, clients of the service remain online throughout the experiment once they have opened a session (that is, no churn). Clients start issuing requests at different times however. Nevertheless, if there is a client caching the requested object, then a side-load will be successful.

Some of the approaches described in Section 3 are parameterized. Minimalistic* uses a threshold parameter that determines whether it creates a new copy or simply moves the requested object from the caching client to the requesting one. For all configurations discussed in our evaluation, we set the threshold to 0.1.

The proactive approach is parameterized with a replication factor that determines the fraction of the neighborhood of the owner of the requested object to which the object will be pushed. In the following experiments, all runs of the proactive algorithm have a replication factor of 1, that is, the requested object is pushed to all neighbors excluding clients that already cache the object or are off-line. See Section 5.4 for more information on how the replication factor affects the proactive approach performance and cost. Our proposed proactive variant “common neighbors proactive” is denoted as “cnproactive” on all figures that follow.
5.2.1 Local hit ratio

In Figure 2a, we show how the average local hit ratio varies with an increasing number of clients. We see that as the number of clients increases, local hit ratio increases slightly for all but the minimalistic algorithm. This is a consequence of the workload model that we use and of the way that the client relationship graph grows as the number of clients increases. Each object is likely to be requested by the neighborhood of its owner because the NAP probability is 0.8 in our experiments. As the number of clients increases, the neighborhood size grows as depicted in Figure 3a. In Figure 3b, we observe that an increase in the number of clients results in a higher number of object replicas per key.

Since the popularity of each object in each configuration remains the same, but the number of users caching it increases, there is a greater number of users that are likely to find it in their cache, in turn resulting in an increased local hit ratio. Note that this slight increase is not observed for the minimalistic approach because it only creates a single cached copy per object regardless of its popularity or of the number of clients requesting the object.

The proactive algorithm performs best because it creates copies of the accessed object on clients that are more likely to access them. By targeting the right clients, the proactive algorithm increases substantially the likelihood that a future request for an object will be found in the requesting client’s cache. With respect to the local hit ratio, the remaining approaches are ordered according to the number of replicas they create per key (Figure 3b). The more replicas for an object, the more clients caching it and thus the higher the local hit ratio. The proactive approaches perform considerably better, with more than 10% improvement over the reactive techniques (the opportunistic, minimalistic, and minimalistic* algorithms).

5.2.2 Global hit ratio

The global hit ratio is the hit ratio of the collective cache and heavily influences load on the service. Figure 4a shows global hit ratio as the number of clients increases. More clients means a larger collective cache and thus a higher global hit ratio. The hit ratio does not reach 100% because there is a steady stream of new objects that are being introduced. Although the proactive and common neighbors proactive approaches
perform worse than the other techniques, their respective hit ratio is only ~4% lower than the minimalistic algorithm.

The minimalistic algorithm exploits the collective capacity of the caches best because it creates no duplicates. As we will see in Section 5.5, the performance of the minimalistic approach with respect to this metric is very sensitive to churn as only one copy of an object is maintained. The other algorithms create multiple copies for popular objects and thus have less cache capacity for storing additional objects. This is shown clearly in Figure 5, which depicts the ratio of objects cached at the end of the simulation over the total number of objects cached during simulation. The larger the number of replicas that an algorithm creates, the fewer objects that can be stored in the collective cache.

5.2.3 Client bandwidth

Figure 6a shows average outgoing bandwidth per client as a function of the number of clients. Local outgoing bandwidth consists of two components: side-loading and pushing. The client bandwidth cost is proportional to the sum of those components. Naturally, a higher local hit ratio lowers fre-

Fig. 4: Global hit ratio (a) and global hit ratio running under a churn rate of 0.1 (b) as the number of clients increases.

Fig. 5: Ratio of objects cached at the end of each simulation over the full set of objects requested for a varying number of clients.

Fig. 6: Average outgoing bandwidth per client (a) and outgoing bandwidth running under a churn rate of 0.1 (b) for a varying number of clients.
frequency of side-loads and pushing (objects are only pushed to caches that do not contain the object). With that in mind it is easier to see why the opportunistic approach performs best. It performs no pushing while it keeps the number of side-loads low by creating a number of cache replicas that increases with demand. The minimalistic and minimalistic* approaches cannot perform as well with regards to client bandwidth, because they create fewer replicas and thus incur more side-loads.

The proactive approaches push content, which, as can be observed from Figure 6a, is more expensive than just side-loading. The reason for that is twofold: First, for each side-load, the proactive algorithms will additionally spend bandwidth pushing to a number of clients (the proactive approach more than the common neighbors variation). Although this results in increased local hit ratio, which saves bandwidth, it also results in a higher eviction rate. This can be seen in Figure 7, which shows that the proactive approaches aggressively evict objects from the caches. Second, more evictions will result in more side-loads and thus more pushes as well. Consequently, the proactive approaches spend considerable bandwidth refilling the caches.

The common neighbors proactive approach has comparable performance as the opportunistic one. It achieves this by limiting the number of replicas it creates per side-load to a typically small fraction of the neighborhood (common neighbors only). At the same time it maintains a substantially higher local hit ratio per client, which saves additional bandwidth from future requests served locally on the requesting client.

With all caching approaches, the average bandwidth for side-loading and pushing decreases as the number of clients grows. This is because more clients imply a larger capacity of the collective cache. As the fraction of the corpus that can be stored in the cache increases, the number of evictions decreases (Figure 5). As a result, less side-loading as well as less pushing is needed.

1. Here we refer only to evictions that happen when a client’s cache is full and a new object needs to be cached. Evictions initiated by the service are not considered. Unless stated otherwise, evictions refer to those that happen due to the cache replacement policy.

5.3 Optimal case comparisons

In this section, we consider results of the optimal versions of the previously examined algorithms. This set of experiments identifies the best performance possible on the metrics discussed. Figure 8 depicts the results of these simulations. The optimal version of each algorithm is denoted by the name of the algorithm followed by the “OPT” suffix. Note that for the reactive approaches (opportunistic, minimalistic, and minimalistic*) their optimal counterparts are only optimal with respect to their eviction policy. The proactive approaches are also optimal with respect to their pushing strategies—they push content to exactly those clients that will be requesting this content in the future. We denote by “ProactiveOPTN” the algorithm that performs optimal pushing for each object within the neighborhood of the owner. We include the simple proactive and common neighbors proactive approaches for comparison purposes.

Figures 8 and 9 expose the potential of the proactive
approaches for high local hit ratios, global hit ratios, and low client bandwidth overheads. While the reactive approaches are only marginally improved by an optimal eviction policy, the proactive schemes get a substantial boost on all metrics by pushing content optimally.

The optimal proactive approach (ProactiveOPT) achieves 90% local hit ratio for 10,000 clients and perfect workload knowledge. If, however, we contain the optimal pushing for each object within the neighborhood of its owner (ProactiveOPTN), then the situation is drastically different. In fact, our non-optimal proactive approach and common neighbors proactive approaches approximate the ProactiveOPTN approach relatively well. The differences are within $7-10\%$. This is promising because confining ourselves to the neighborhood of the content owner is a reasonable choice given our target workload. Additionally, attempting to predict requests by clients outside of the owner’s neighborhood may be harder to achieve reliably and is less scalable.

### 5.4 Replication factor

We now investigate the effect of the replication factor (proportion of the neighborhood that caches an object) on the proactive approach. We run a set of simulations with 10,000 clients and vary the replication factor between 0.1 and 0.9. The results of this experiment can be seen in Figure 10. We omit a replication factor of 0, because in this case the algorithm becomes the opportunistic approach (no pushing takes place); the results for a replication factor of 1 have been presented in Figures 2a, 4a and 6a.

The findings show that as the replication factor increases both local hit ratio and average client bandwidth increase. This is because the number of replicas created increases with the replication factor (more pushing occurs) and thus more clients are likely to find the content of their neighbors in their caches (Figure 10a), thereby increasing the local hit ratio. The additional client bandwidth required by a higher replication factor is fairly small. The global hit ratio drops with the increase of the replication factor because the increasing number of object replicas take more space in the collective cache, leaving less “room” for additional objects to be cached. The decrease in global hit ratio is on the order of 1%, small compared to the corresponding increase in local hit ratio ($\sim 13\%$).

### 5.5 Churn

In Figures 2, 4 and 6, we present the results from a set of experiments where there is non-negligible churn in the system. We model churn as the fraction of clients leaving the system within a period of time. A client is considered to have left the system if the last time it has issued a request was before a predetermined session timeout period. We simulate a variety of churn rates by assigning appropriate values to the session timeout period.

In Figure 4b we depict the results of the simulations for a churn rate of 0.1. The global hit ratio in Figure 4b has decreased substantially for all algorithms compared to the results without churn shown in the same figure (Figure 4). This is expected because increased churn means increased chance that a client goes offline soon after it caches an object. This in turn means that a subsequent request for the object will more likely be served by the service. As mentioned in Section 5.2.2, the minimalistic approach is the most sensitive to churn due to the low number of replicas it generates. The more replicas created by an approach, the less vulnerable it is to churn with respect to the global hit ratio. This is why the proactive approach outperforms the other schemes. Consequently, the global hit ratio of the algorithms is strongly correlated with the number of replicas per key they create (Figure 3b).

The results regarding clients’ outgoing bandwidth in Figure 6b are similar to those of the base case (Figure 6a). The main difference is in the scale of the bandwidth ranges, which have substantially shrunk. This is because a large number of requests are now served by the service and thus clients spend less bandwidth serving content. (Recall that the service bandwidth is not accounted for in the outgoing client bandwidth metric.)

The more surprising results are those regarding the local hit ratio in Figure 2b. Observe that both proactive approaches are negatively affected by churn (Figure 2a). This is because the rate of clients going offline reduces the number of replicas they can create. This leads to a lower likelihood of a client finding content in its own cache.

The opportunistic approach, on the other hand, is not affected by churn, giving identical results as when clients remain online (Figure 2a). The reason is twofold: (i) In our implementation the cache of each client is persistent throughout the multiple sessions the client may open during each simulation run. This is a reasonable assumption given that we target client caches built on their browsers’ web storage, which is persistent across sessions. (ii) The opportunistic scheme creates a replica of the requested object on the requesting client whenever a local cache miss occurs. The requesting client is always considered online because it opens or continues a session by virtue of issuing a request. Consequently, churn does not affect the number of replicas it can create and the local hit ratio remains the same.

The minimalistic and minimalistic* approaches benefit from churn with respect to the local hit ratio metric. If a client caching an object goes offline, the next request for the object will generate a new cache copy (from the service’s perspective, no client exists that caches the data). When the client that
caches this object comes online and starts a new session, two copies will be available in the collective cache because caches carry over different sessions in the same simulation run. Consequently, the minimalistic approaches can generate more replicas per key under churn, which results in an increase of local hit ratio.

We observed similar results for higher levels of churn rate, though the differences were more pronounced. Minimalistic and minimalistic* did even worse with respect to global and local hit ratio. In addition, the gap between proactive and opportunistic approaches increased for the global hit ratio and decreased for the local hit ratio. The results regarding bandwidth were similar to those in Figure 6b with decreased bandwidth spent in pushing and side-loading.

5.6 Neighborhood Access Probability

So far we have investigated the behavior of client caches under workload characteristics that substantially skew object accesses within the neighborhood of the owner of the object. The magnitude of this skew is determined by $NAP$, which for the results presented so far was pinned to 0.8 as literature [8] suggests for OSNs. In this section, we observe the performance characteristics of the previous caching strategies for $NAP = 0.2$, that is, a small workload skew. This means that 80% of requests for an object come from randomly selected clients outside the object owner’s neighborhood in the client relationship graph. Note that given the graph sizes and the average neighborhood sizes shown in Figure 3a, setting $NAP$ to such a low value renders the requesting client being chosen almost uniformly at random, 80% of the time. The objects’ popularity and sizes distributions remain the same and the read/write ratio is preserved.

We perform the same experiments as in Section 5.2. In Figure 11a, we observe how local hit ratio is affected by the size of the system. Local hit ratio has drastically decreased for all algorithms compared to Figure 2a, because objects are now accessed by a wider set of clients. The ordering of the protocols with respect to their local hit ratio is still as in Figure 2a because strategies that create more replicas have a better local hit ratio. For all algorithms the local hit ratio is not much affected by the number of clients.
<table>
<thead>
<tr>
<th>Strategy</th>
<th>LHR</th>
<th>LHR (Churn)</th>
<th>LHR (OPT)</th>
<th>GHR</th>
<th>GHR (Churn)</th>
<th>GHR (OPT)</th>
<th>B/W</th>
<th>B/W (Churn)</th>
<th>B/W (OPT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimalistic</td>
<td>9.98</td>
<td>22.54</td>
<td>9.97</td>
<td>90.52</td>
<td>65.40</td>
<td>91.17</td>
<td>2.81</td>
<td>1.51</td>
<td>2.83</td>
</tr>
<tr>
<td>Minimalistic*</td>
<td>23.03</td>
<td>30.00</td>
<td>23.14</td>
<td>89.79</td>
<td>68.66</td>
<td>90.60</td>
<td>2.31</td>
<td>1.35</td>
<td>2.33</td>
</tr>
<tr>
<td>Opportunistic</td>
<td>45.02</td>
<td>45.02</td>
<td>45.97</td>
<td>89.11</td>
<td>72.15</td>
<td>90.31</td>
<td>1.51</td>
<td>0.92</td>
<td>1.51</td>
</tr>
<tr>
<td>Common Neighbors</td>
<td>54.97</td>
<td>46.59</td>
<td>65.21</td>
<td>88.62</td>
<td>73.98</td>
<td>90.54</td>
<td>2.64</td>
<td>1.33</td>
<td>1.49</td>
</tr>
<tr>
<td>Proactive</td>
<td>59.31</td>
<td>47.90</td>
<td>89.86</td>
<td>87.59</td>
<td>74.93</td>
<td>90.65</td>
<td>7.92</td>
<td>2.53</td>
<td>1.46</td>
</tr>
</tbody>
</table>

TABLE 2: Local hit ratio (LHR), global hit ratio (GHR) and average client bandwidth in KB/s (B/W) for each strategy with and without churn and optimal variants for 10,000 clients. The optimal variants of common neighbors and basic proactive approaches correspond to ProactiveOPTN and ProactiveOPT (from Figures 8a, 8b, and 9) respectively.

<table>
<thead>
<tr>
<th>Strategy</th>
<th># replicas / object</th>
<th># evictions / client</th>
<th>% objects cached (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimalistic</td>
<td>1.0</td>
<td>29</td>
<td>84.80</td>
</tr>
<tr>
<td>Minimalistic*</td>
<td>1.94</td>
<td>132</td>
<td>67.01</td>
</tr>
<tr>
<td>Opportunistic</td>
<td>3.52</td>
<td>536</td>
<td>40.95</td>
</tr>
<tr>
<td>Common Neighbors</td>
<td>3.87</td>
<td>1926</td>
<td>37.23</td>
</tr>
<tr>
<td>Proactive</td>
<td>4.83</td>
<td>7140</td>
<td>29.67</td>
</tr>
</tbody>
</table>

TABLE 3: Average number of replicas per objects, evictions per client, and ratio of objects cached for each caching strategy for 10,000 clients.

Figure 11b shows results for the global hit ratio. The results are similar to our prior experiments (Figure 4a), the main difference being that all approaches show slight decrease in global hit ratio. This is because object accesses are more spread over the set of clients, resulting in more replicas per object and less cache capacity for storing additional objects.

The average outgoing bandwidth shown in Figure 11c is also similar to previous experiments (Figure 6a). Two points are worth noting: First, all approaches spend more bandwidth because access is more spread out and more side-loads as well as pushing occur. Second, the common neighbors proactive approach performs similar to the opportunistic approach because it is less likely that there are common neighbors between the requesting client and the owner of the requested object for small \(NAP\).

6 RELATED WORK

Cooperative caching is a well-studied topic, particularly in the context of web caching [19], [20]. A representative system in this setting is the Shark [21] distributed file system, which uses sloppy DHTs to build locality-aware cooperative P2P caches between proxies. Another such system is Backslash [3], a collaborative P2P server/proxy caching for dealing with flash crowds using request redirection and URL rewriting. These systems focus on cooperative caches on proxy servers, hence they do not have the restrictions and dynamics of caches built on clients.

Our system model is based on the Maygh [2] cooperative client-side caching system. Maygh tries to reduce load on a web service by building a Content Delivery Network (CDN) on the clients’ browsers. Another such system is Squirrel [1], a P2P caching mechanism for geographically collocated clients (for example, within the same company) that uses a DHT for achieving scalability, self-organization, and churn tolerance. Our work focuses on OSNs, which are not a good candidate for Squirrel due to its requirement for geographically collocated clients. Also, neither of these approaches considered the problem of cache placement.

The cache placement problem has been studied in various settings. Several placement algorithms for web server replicas have been developed and evaluated in [22]. They use workload information, such as client latency and request rates, to make informed placement decisions. Our work performs cache placement by employing social link information and client preferences instead.

The work in [23] studies cache placement for web proxies under the assumption that the underlying network has a tree topology, modeling cache placement as a dynamic programming problem. [24] focuses on minimizing load on the network assuming a tree structure of limited depth and formulating a local greedy approach for finding a near-optimal solution. The work in [25] considers various replication and caching strategies within a simulated grid environment. The work views the grid as a tiered system and uses dynamic
replication strategies to improve data access. Due to their restricted topology, these approaches do not generalize to clients of an OSN.

[26] proposes a cache placement strategy in OSNs similar to ours. This approach, called S-Clone, collocates replicas of data of neighboring clients with respect to the social graph of an OSN. Unlike our work, S-Clone replicates content on servers and not clients, avoiding the limitations of small cache capacities and churn. Also, S-Clone does not take workload information into account.

7 Conclusions

In this work we studied the cache placement problem for a cooperative cache built on the clients of an Online Social Network. We considered a service that maintains a directory of content locations and that has access to the social links between clients. The service provides the clients with hints about where content can be found as well as where it should be cached. Given this system model, we proposed proactive cache placement strategies that leverage social links between clients.

We evaluated the proposed proactive schemes using simulations on synthetically generated graphs and workloads whose characteristics match those of real OSNs and compared them with various baseline approaches. Our findings show that proactively caching content where it is most likely to be requested can achieve substantial improvements in hit ratio over commonly used approaches at moderate overheads.

We also implemented optimal versions of the various cache placement strategies we considered. These approaches know the entire workload ahead of time. In one of our proactive variants, the hit ratio is only $\sim 7\%$ lower than optimal.

Finally, we explored the effects of churn and showed that our proposed proactive approaches are effective even under moderate churn.
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