
Algorithmic Applications of Propositional Proof Complexity

Ashish Sabharwal

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy

University of Washington

2005

Program Authorized to Offer Degree: Computer Science and Engineering


	List of Algorithms
	List of Figures
	List of Tables
	Introduction
	Theoretical Contributions
	The Resolution Complexity of Structured Problems
	Hardness of Approximation

	Proof Systems Underlying SAT Solvers
	Clause Learning, Restarts, and Resolution

	Building Faster SAT Solvers
	Variable Ordering Using Domain Knowledge
	Utilizing Structural Symmetry in Domains


	Preliminaries
	The Propositional Satisfiability Problem
	Proof Systems
	Resolution
	Refinements of Resolution
	The Size-Width Relationship

	The DPLL Procedure and Clause Learning
	Relation to Tree-like Resolution
	Clause Learning


	The Resolution Complexity of Graph Problems
	Independent Sets in Random Graphs
	Encoding Independent Sets as Formulas
	Encoding Based on Counting
	Encoding Based on Mapping
	Encoding Using Block-respecting Independent Sets
	Relationships Among Encodings

	Simulating Chvátal's Proof System
	Relation to Vertex Cover and Coloring
	Vertex Cover
	Coloring

	Upper Bounds
	Key Concepts for Lower Bounds
	Proof Sizes and Graph Expansion
	Relating Proof Size to Graph Expansion
	Lower Bounding Sub-critical Expansion

	Lower Bounds for Resolution and Associated Algorithms
	Hardness of Approximation
	Maximum Independent Set Approximation
	Minimum Vertex Cover Approximation

	Stronger Lower Bounds for Exhaustive Backtracking Algorithms and DPLL
	Discussion

	Clause Learning as a Proof System
	Natural Proper Refinements of a Proof System
	A Formal Framework for Studying Clause Learning
	Decision Levels and Implications
	Branching Sequence
	Implication Graph and Conflicts
	Trivial Resolution and Learned Clauses
	Learning Schemes
	Clause Learning Proofs
	Fast Backtracking and Restarts

	Clause Learning and Proper Natural Refinements of RES
	The Proof Trace Extension

	Clause Learning and General Resolution
	Discussion

	Using Problem Structure for Efficient Clause Learning
	Two Interesting Families of Formulas
	Pebbling Formulas
	The GTn Formulas

	From Analysis to Practice
	Solving Pebbling Formulas
	Solving GTn Formulas
	Experimental Results

	Discussion

	Symmetry in Satisfiability Solvers
	Preliminaries
	Constraint Satisfaction Problems and Symmetry
	Many-Sorted First Order Logic

	Symmetry Framework and SymChaff
	k-complete m-class Symmetries
	Symmetry Representation
	Multiway Index-based Branching
	Symmetric Learning
	Static Ordering of Symmetry Classes and Indices
	Integration of Standard Features

	Benchmark Problems and Experimental Results
	Problems from Proof Complexity
	Problems from Applications

	Discussion

	Conclusion
	Bibliography

