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CURRENT APPOINTMENT

Research Associate (2008–present), Computer Science, Cornell University, Ithaca, NY
Institute for Computational Sustainability (ICS)
Intelligent Information Systems Institute (IISI)

EDUCATION

Postdoctoral Associate (2005–2008), Computer Science, Cornell University, Ithaca, NY
Intelligent Information Systems Institute (IISI)
Supervisors: Profs. Carla P. Gomes and Bart Selman

Ph.D. (2001–2005), Computer Science and Engineering, University of Washington, Seattle, WA
Advisors: Profs. Paul Beame and Henry Kautz

M.S. (1998–2001), Computer Science and Engineering, University of Washington, Seattle, WA
Advisor: Prof. Paul Beame

B.Tech. (1994-1998), Computer Science and Engineering, Indian Institute of Technology (IIT), Kanpur, India
Project Supervisor: Prof. Manindra Agarwal

RESEARCH INTERESTS

Artificial Intelligence; Combinatorial Reasoning; Constraints; Probabilistic Inference; Multi-Agent and Ad-
versarial Reasoning; Optimization. Application areas: Planning, Scheduling, Verification.

Recent Focus: Computational Sustainability

AWARDS AND DISTINCTIONS

• Outstanding Paper Award at AAAI-06, the 21st National Conference on Artificial Intelligence, Boston,
MA, 2006, for the paper Model Counting: A New Strategy for Obtaining Good Bounds with Carla
P. Gomes and Bart Selman

• Best Paper Award at CP-06, the 12th International Conference on Constraint Programming, Nantes,
France, 2006, for the paper Revisiting the Sequence Constraint with Willem-Jan van Hoeve, Gilles
Pesant, Louis-Martin Rousseau

• Runner-up recognition for IJCAI-JAIR 5-Year Best Paper Prize for 2003-2008, for the paper Under-
standing and Harnessing the Potential of Clause Learning with Paul Beame and Henry Kautz

• Nominated for best paper award at AAAI-07, the 22nd Conference on Artificial Intelligence, Vancouver,
BC, 2007

• Nominated for best paper award at IJCAI-07, the 20th International Joint Conference on Artificial
Intelligence, Hyderabad, India 2007

• Nominated for best student paper award at UAI-07, the 23rd Conference on Uncertainty in Artificial
Intelligence, Vancouver, BC, 2007
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• Nominated for best paper award at ICAPS-06, International Conference on Automated Planning and
Scheduling, Cumbria, U.K., 2006

• Jhamandas Watumull Scholarship, University of Washington, Seattle, 2002, 2005

• National Talent Search Scholarship, India 1992–1998

• Gold Medal, National Standard Examination in Physics, India, 1994

• Certificate of Merit in English, Mathematics, and Physics (1994) awarded to 0.1% by Central Board
of Secondary Education, India

• International Mathematics Olympiad (IMO) Training/Selection Program, Mumbai, India, 1993–1994

• All India 24th Rank in IIT Entrance Examination (over 60,000 candidates), 1994

PUBLICATIONS

Rigorously Refereed Publications

[1] L. Kroc, A. Sabharwal, and B. Selman. Leveraging belief propagation, backtrack search, and statistics
for model counting. Annals of Operations Research, 2010. In Press.

[2] C. Domshlak, J. Hoffmann, and A. Sabharwal. Friends or foes? on planning as satisfiability and abstract
CNF encodings. JAIR: Journal of Artificial Intelligence Research, pp. 415–469, Dec. 2009.

[3] W.-J. van Hoeve, G. Pesant, L.-M. Rousseau, and A. Sabharwal. New filtering algorithms for combina-
tions of Among constraints. Constraints, 14(2):273–292, June 2009.

[4] A. Sabharwal. SymChaff: Exploiting symmetry in a structure-aware satisfiability solver. Constraints,
14(4):478–505, Dec. 2009.

[5] L. Kroc, A. Sabharwal, C. P. Gomes, and B. Selman. Integrating systematic and local search paradigms:
A new strategy for MaxSAT. In IJCAI-09: 21st International Joint Conference on Artificial Intelligence,
pp. 544–551, Pasadena, CA, July 2009.

[6] L. Kroc, A. Sabharwal, and B. Selman. Relaxed DPLL search for MaxSAT. In SAT-09: 12th Interna-
tional Conference on Theory and Applications of Satisfiability Testing, vol. 5584 of LNCS, pp. 73–79,
Swansea, Wales, U.K., June 2009.

[7] B. Dilkina, C. P. Gomes, Y. Malitsky, A. Sabharwal, and M. Sellmann. Backdoors to combinatorial
optimization: Feasibility and optimality. In CPAIOR-09: 6th International Conference on Integration
of AI and OR Techniques in Constraint Programming, vol. 5547 of LNCS, pp. 56–70, Pittsburgh, PA,
May 2009.

[8] B. Dilkina, C. P. Gomes, and A. Sabharwal. Backdoors in the context of learning. In SAT-09: 12th
International Conference on Theory and Applications of Satisfiability Testing, vol. 5584 of LNCS, pp.
73–79, Swansea, Wales, U.K., June 2009.

[9] L. Kroc, A. Sabharwal, and B. Selman. Message-passing and local heuristics as decimation strategies
for satisfiability. In 24th Annual ACM Symposium on Applied Computing, pp. 1408–1414, Honolulu,
HI, Mar. 2009.

[10] M. Cary, A. Rudra, A. Sabharwal, and E. Vee. Floodlight illumination of infinite wedges. Computational
Geometry: Theory and Applications, 2010. In press.

[11] L. Kroc, A. Sabharwal, and B. Selman. Counting solution clusters in graph coloring problems using belief
propagation. In NIPS-08: 22nd Conference on Advances in Neural Information Processing Systems,
pp. 873–880, Vancouver, BC, Dec. 2008.

[12] L. Kroc, A. Sabharwal, and B. Selman. Leveraging belief propagation, backtrack search, and statistics for
model counting. In CPAIOR-08: 5th International Conference on Integration of AI and OR Techniques
in Constraint Programming, vol. 5015 of LNCS, pp. 127–141, Paris, France, May 2008.
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[13] C. P. Gomes, W.-J. van Hoeve, and A. Sabharwal. Connections in networks: A hybrid approach.
In CPAIOR-08: 5th International Conference on Integration of AI and OR Techniques in Constraint
Programming, vol. 5015 of LNCS, pp. 303–307, Paris, France, May 2008.

[14] W.-J. van Hoeve and A. Sabharwal. Filtering Atmost1 on pairs of set variables. In CPAIOR-08: 5th
International Conference on Integration of AI and OR Techniques in Constraint Programming, vol. 5015
of LNCS, pp. 382–386, Paris, France, May 2008.

[15] P. Beame, R. Impagliazzo, and A. Sabharwal. The resolution complexity of independent sets and vertex
covers in random graphs. Computational Complexity, 16(3):245–297, 2007.

[16] C. P. Gomes, W.-J. van Hoeve, A. Sabharwal, and B. Selman. Counting CSP solutions using generalized
XOR constraints. In AAAI-07: 22nd Conference on Artificial Intelligence, pp. 204–209, Vancouver, BC,
July 2007.

[17] B. Dilkina, C. P. Gomes, and A. Sabharwal. The impact of network topology on pure Nash equilibria in
graphical games. In AAAI-07: 22nd Conference on Artificial Intelligence, pp. 42–49, Vancouver, BC,
July 2007.

[18] C. P. Gomes, J. Hoffmann, A. Sabharwal, and B. Selman. From sampling to model counting. In IJCAI-
07: 20th International Joint Conference on Artificial Intelligence, pp. 2293–2299, Hyderabad, India,
Jan. 2007.

[19] L. Kroc, A. Sabharwal, and B. Selman. Survey propagation revisited. In Proceedings of UAI-07: 23rd
Conference on Uncertainty in Artificial Intelligence, pp. 217–226, Vancouver, BC, July 2007.

[20] J. Conrad, C. P. Gomes, W.-J. van Hoeve, A. Sabharwal, and J. Suter. Connections in networks:
Hardness of feasibility versus optimality. In CPAIOR-07: 4th International Conference on Integration
of AI and OR Techniques in Constraint Programming, vol. 4510 of LNCS, pp. 16–28, Brussels, Belgium,
May 2007.

[21] B. Dilkina, C. P. Gomes, and A. Sabharwal. Tradeoffs in the complexity of backdoor detection. In
CP-07: 13th International Conference on Principles and Practice of Constraint Programming, vol. 4741
of LNCS, pp. 256–270, Providence, RI, Sept. 2007.

[22] C. P. Gomes, J. Hoffmann, A. Sabharwal, and B. Selman. Short XORs for model counting; from theory
to practice. In SAT-07: 10th International Conference on Theory and Applications of Satisfiability
Testing, vol. 4501 of LNCS, pp. 100–106, Lisbon, Portugal, May 2007.

[23] C. P. Gomes, A. Sabharwal, and B. Selman. Model counting: A new strategy for obtaining good bounds.
In AAAI-06: 21st Conference on Artificial Intelligence, pp. 54–61, Boston, MA, July 2006.

[24] C. P. Gomes, A. Sabharwal, and B. Selman. Near-uniform sampling of combinatorial spaces using XOR
constraints. In NIPS-06: 20th Conference on Advances in Neural Information Processing Systems, pp.
481–488, Vancouver, BC, Dec. 2006.

[25] W.-J. van Hoeve, G. Pesant, L.-M. Rousseau, and A. Sabharwal. Revisiting the sequence constraint.
In CP-06: 12th International Conference on Principles and Practice of Constraint Programming, vol.
4204 of LNCS, pp. 620–634, Nantes, France, Sept. 2006.

[26] J. Hoffmann, A. Sabharwal, and C. Domshlak. Friends or foes? an AI planning perspective on abstrac-
tion and search. In ICAPS-06: 16th International Conference on Automated Planning and Scheduling,
pp. 294–303, Lake District, UK, June 2006.

[27] A. Sabharwal, C. Ansotegui, C. P. Gomes, J. W. Hart, and B. Selman. QBF modeling: Exploiting
player symmetry for simplicity and efficiency. In SAT-06: 9th International Conference on Theory and
Applications of Satisfiability Testing, vol. 4121 of LNCS, pp. 353–367, Seattle, WA, Aug. 2006.

[28] A. Sabharwal. SymChaff: A structure-aware satisfiability solver. In AAAI-05: 20th National Conference
on Artificial Intelligence, pp. 467–474, Pittsburgh, PA, July 2005.

[29] P. Beame, H. Kautz, and A. Sabharwal. Understanding and harnessing the potential of clause learning.
JAIR: Journal of Artificial Intelligence Research, 22:319–351, Dec. 2004.

[30] J. Buresh-Oppenheim, P. Beame, T. Pitassi, R. Raz, and A. Sabharwal. Bounded-depth Frege lower
bounds for weaker pigeonhole principles. SIAM Journal on Computing, 34(2):261–276, 2004.
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[31] P. Beame, H. Kautz, and A. Sabharwal. Understanding the power of clause learning. In IJCAI-03: 18th
International Joint Conference on Artificial Intelligence, pp. 1194–1201, Acapulco, Mexico, Aug. 2003.

[32] A. Sabharwal, P. Beame, and H. Kautz. Using problem structure for efficient clause learning. In SAT-03:
6th International Conference on Theory and Applications of Satisfiability Testing, vol. 2919 of LNCS,
pp. 242–256, Santa Margherita, Italy, May 2003.

[33] J. Buresh-Oppenheim, P. Beame, T. Pitassi, R. Raz, and A. Sabharwal. Bounded-depth Frege lower
bounds for weaker pigeonhole principles. In Proceedings of FOCS-02: 43rd Annual Symposium on
Foundations of Computer Science, pp. 583–592, Vancouver, BC, Nov. 2002.

[34] P. Beame, R. Impagliazzo, and A. Sabharwal. Resolution complexity of independent sets in random
graphs. In Proceedings 16th Annual IEEE Conference on Computational Complexity, pp. 52–68, Chicago,
IL, June 2001.

Surveys and Book Chapters

[35] H. Kautz, A. Sabharwal, and B. Selman. Incomplete solvers (for satisfiability). In A. Biere, M. Heule,
H. van Maaren, and T. Walsh, editors, Handbook of Satisfiability, chapter 6, pp. 105–203. IOS Press,
2009.

[36] C. P. Gomes and A. Sabharwal. Exploiting runtime variation in complete solvers (for satisfiability). In
A. Biere, M. Heule, H. van Maaren, and T. Walsh, editors, Handbook of Satisfiability, chapter 9, pp.
271–288. IOS Press, 2009.

[37] C. P. Gomes, A. Sabharwal, and B. Selman. Model counting. In A. Biere, M. Heule, H. van Maaren,
and T. Walsh, editors, Handbook of Satisfiability, chapter 20, pp. 633–654. IOS Press, 2009.

[38] C. P. Gomes, H. Kautz, A. Sabharwal, and B. Selman. Satisfiability solvers. In F. van Harmelen,
V. Lifschitz, and B. Porter, editors, Handbook of Knowledge Representation, vol. 3 of Foundations of
Artificial Intelligence, pp. 89–134. Elsevier, 2008.

[39] H. Kautz, A. Sabharwal, and B. Selman. Satisfiability Solvers. Synthesis Lectures on Artificial Intelli-
gence and Machine Learning. Morgan & Claypool, 2010. In preparation.

[40] A. Sabharwal and B. Selman. Artificial intelligence and complexity. In R. Meyers, editor, Encyclopedia
of Complexity and Systems Science. Springer, 2010. In preparation.

Workshops, Non-Archival Publications, and Other Work

[41] J. F. Suter, J. Conrad, C. P. Gomes, W.-J. van Hoeve, and A. Sabharwal. Optimal corridor design
for grizzly bear in the U.S. Northern Rockies. In American Agricultural Economics Association Annual
Meeting, Orlando, FL, July 2008.

[42] L. Kroc, A. Sabharwal, and B. Selman. Leveraging belief propagation, backtrack search, and statis-
tics for model counting. In ISAIM-08: 10th International Symposium on Artificial Intelligence and
Mathematics, Fort Lauderdale, FL, Jan. 2008.

[43] B. Dilkina, C. P. Gomes, and A. Sabharwal. Tradeoffs in backdoors: Inconsistency detection, dynamic
simplification, and preprocessing. In ISAIM-08: 10th International Symposium on Artificial Intelligence
and Mathematics, Fort Lauderdale, FL, Jan. 2008.

[44] C. P. Gomes, W.-J. van Hoeve, A. Sabharwal, and B. Selman. Counting CSP solutions using generalized
XOR constraints. In INFORMS Annual Meeting, Washington, DC, Oct. 2008.

[45] L. Kroc, A. Sabharwal, and B. Selman. Satisfied by message passing: Probabilistic techniques for
combinatorial problems. In AAAI-08: 23rd Conference on Artificial Intelligence, Chicago, IL, July
2008. Tutorial.

[46] A. Sabharwal and B. Selman. Beyond traditional SAT reasoning: QBF, model counting, and solution
sampling. In AAAI-07: 22nd Conference on Artificial Intelligence, Vancouver, BC, July 2007. Tutorial.
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[47] W.-J. van Hoeve, G. Pesant, L.-M. Rousseau, and A. Sabharwal. Filtering algorithms for the sequence
constraint. In INFORMS Annual Meeting, Seattle, WA, Nov. 2007.

[48] W.-J. van Hoeve and A. Sabharwal. Two set constraints for modeling and efficiency. In ModRef-07:
6th International Workshop on Constraint Modelling and Reformulation, in conjunction with CP-07,
Providence, RI, Sept. 2007.

[49] L. Kroc, A. Sabharwal, and B. Selman. Empirical validation of the relationship between survey prop-
agation and covers in random 3-SAT. In Workshop on Algorithms, Inference, & Statistical Physics,
Sante Fe, NM, May 2007.

[50] C. P. Gomes, J. Hoffmann, A. Sabharwal, and B. Selman. Sampling and soundness: Can we have both?
In ISWC-07: 6th International Semantic Web Conference, Busan, Korea, Nov. 2007.

[51] B. Dilkina, C. P. Gomes, and A. Sabharwal. The impact of network topology on pure Nash equilibria
in graphical games. In 2nd NESCAI: North East Student Colloquium on Artificial Intelligence, Ithaca,
NY, Apr. 2007.

[52] A. Culotta, A. McCallum, A. Sabharwal, and B. Selman. Sparse message passing algorithms for weighted
Max-SAT. In 2nd NESCAI: North East Student Colloquium on Artificial Intelligence, Ithaca, NY, Apr.
2007.

[53] C. P. Gomes, A. Sabharwal, M. Sellmann, and B. Selman. Streamlining reasoning for solution finding
and counting. In INFORMS Annual Meeting, Pittsburgh, PA, Nov. 2006.

[54] A. Sabharwal. Algorithmic Applications of Propositional Proof Complexity. PhD thesis, University of
Washington, Seattle, 2005.

[55] A. Sabharwal. Model checking: Two decades of novel techniques and trends, 2002. General Examination
Report, University of Washington, Seattle.

[56] A. Sabharwal. Notes on proof complexity based on lectures by Prof. Paul Beame, 2004. Scribed lectures
for Summer School, Institute for Advanced Study / Park City Math. Inst. (IAS/PCMI), Princeton, Aug
2000, IAS/Park City Mathematics Series, volume 10, pages 199-246.

Under Review and in Preparation

[57] R. Ramanujan, A. Sabharwal, and B. Selman. On adversarial search spaces and sampling-based plan-
ning, 2010. Under review.

[58] B. Dilkina, C. P. Gomes, and A. Sabharwal. Backdoors in the context of dynamic sub-solvers and
learning. Annals of Mathematics and Artificial Intelligence, 2010. Under review.

[59] E. Kim, A. Sabharwal, A. Vetta, and M. Blanchette. Predicting direct protein interactions from affinity
purification mass spectrometry data, 2010. Under review.

[60] L. Kroc, A. Sabharwal, and B. Selman. Solution clusters in combinatorial problems: Exact and approx-
imate inference methods. PNAS: Proceedings of the National Academy of Science, 2010. In preparation.

[61] J. Conrad, C. P. Gomes, W.-J. van Hoeve, A. Sabharwal, and J. Suter. Incorporating economic and
ecological information into the optimal design of wildlife corridors. Conservation Biology, 2010. In
preparation.

[62] W.-J. van Hoeve and A. Sabharwal. Cardinality constraints on the intersection of pairs of set variables.
Constraints, 2010. In preparation.

[63] W.-J. van Hoeve and A. Sabharwal. Filtering the length-lex set partition constraint, 2010. In prepara-
tion.

[64] B. Dilkina, A. Elmachtoub, R. Finseth, C. P. Gomes, A. Sabharwal, D. Sheldon, and D. Shmoys.
Network diffusion models and stochastic optimization for bird conservation, 2010. In preparation.

[65] T. Damoulas, C. P. Gomes, J. Gregoire, R. LeBras, A. Sabharwal, and B. Selman. Computational
thinking in material discovery, 2010. In preparation.
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[66] K. Ahmadizadeh, C. P. Gomes, A. Sabharwal, and B. Selman. Exploiting cloud computing for stochastic
optimization for bird conservation, 2010. In preparation.

[67] L. Kroc, A. Sabharwal, C. P. Gomes, and B. Selman. On heavy tailed behavior in local search, 2010.
In preparation.

INVITED TALKS

• Banff International Research Station for Mathematical Innovation and Discovery, Workshop on Search
in Constraint Programming, Banff, AB, Canada, 2009

• McGill University, SoCS Colloquium, Montreal, QC, Canada, 2009

• University of British Columbia (UBC), Laboratory of Computational Intelligence (LCI) Forum, Van-
couver, BC, Canada, 2008

• Carnegie Mellon University (CMU), Computer Science Colloquium, Pittsburgh, PA, 2008

• University of California, Merced, CA, 2008

• Nordic Institute for Theoretical Physics (NORDITA), Workshop on Physics of Distributed Information
Systems (PhysDIS), Sweden, Stockholm, 2008

• 2nd Asian-Pacific School on Statistical Physics and Interdisciplinary Applications, Kavli Institute for
Theoretical Physics China (KITPC), Chinese Academy of Sciences, Beijing, China, 2008

• CORS-INFORMS Annual Meeting, Backdoors in the Context of Learning, Toronto, ON, Canada, 2009

• CORS-INFORMS Annual Meeting, Integrating Systematic and Local Search Paradigms: A New Strat-
egy for MaxSAT, Toronto, ON, Canada, 2009

• INFORMS Annual Meeting, Hidden Structure in Constraint Reasoning Problems, Washington, DC,
2008

• INFORMS Annual Meeting, Solution Counting Methods for Combinatorial Problems, Washington, DC,
2008

• INFORMS Annual Meeting, Hidden Structure in Combinatorial Problems, Seattle, WA, Nov 2007.

SUMMER SCHOOLS AND INTERNSHIPS

Participant and Tutorial Presenter, 2nd Asian-Pacific School on Statistical Physics and Interdisciplinary
Applications (March 2008)
Kavli Institute for Theoretical Physics China (KITPC), Chinese Academy of Sciences, Beijing, China

Participant and Scribe, IAS/PCMI Summer School in Theoretical Computer Science (Summer 2000)
Institute for Advanced Study (IAS), Princeton, NJ, U.S.A.

Research Intern (Summer 1999)
Microsoft Research, Redmond, WA, U.S.A.
Supervisor: Dr. John Manferdelli, Anti-Piracy Group

Worked on Digital Rights Management; designed methods that use control- and data-flow analysis on
binary program code to embed hard-to-break license authentication protocols in arbitrary programs.

Intern, Visiting Students Research Program (Summer 1997)
Tata Institute of Fundamental Research (TIFR), Mumbai, India
Supervisor: Prof. Paritosh K. Pandya, Theoretical Computer Science Group

Worked on Formal Verification; explored efficient monadic second order logic operators useful for veri-
fication, by exploiting connections between logic and automata-theoretic frameworks.
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TEACHING EXPERIENCE

Tutorial Presenter

• State-of-the-Art Techniques in Systematic Satisfiability Solvers
Banff Intl. Research Station for Mathematical Innovation and Discovery, Banff, AB, Canada, 2009

• Satisfied by Message Passing: Probabilistic Techniques for Combinatorial Problems
AAAI-08 Conference, Chicago, IL, July 2008

• Combinatorial Problems (lecture series: I – Solving, II – Counting and Sampling, III – QBF Reasoning)
Kavli Institute for Theoretical Physics China (KITPC), Chinese Academy of Sciences, Beijing, China,
March 2008

• Beyond Traditional SAT Reasoning: QBF, Model Counting, and Solution Sampling
AAAI-07 Conference, Vancouver, BC, Canada, July 2007

• Quantified Boolean Formula (QBF) Reasoning
Defense Advanced Research Projects Agency (DARPA), Arlington, VA, 2007

Lecturer, University of Washington, Seattle, WA (Fall 2003)

Organized and taught with the help of two teaching assistants an undergraduate Data Structures course
to a class of 46 students. Increased effectiveness of lectures by using a new tablet PC based interactive
slide system. Was praised for enthusiasm and knowledge. Overall student evaluation rating: 4.2/5.0.

Teaching Assistant, University of Washington, Seattle, WA (1998–2002)

Graduate level : Design and Analysis of Algorithms, Applied Algorithms, Computability & Complexity
Courses involving teaching : Introduction to Computing, Data Structures, Machine Organization
Other courses: Introduction to Formal Models, Introduction to Compiler Construction, Algorithms
and Computational Complexity

Volunteer Tutor, University of Washington, Seattle, WA

Provided one-on-one volunteer tutoring help to several undergraduate computer science students.

PROFESSIONAL EXPERIENCE AND SERVICE

Grant Proposals and Management

• Major contributor to a successful NSF Expeditions in Computing proposal ($10M) in 2007, which led
to the creation of the Institute for Computational Sustainability (ICS) headed by Prof. Carla Gomes
at Cornell University.

• Others proposals and grants include those to the following agencies:
– National Science Foundation (NSF): programs on Robust Intelligence (RI), Information and In-

telligent Systems (IIS), and Interdisciplinary Research (IDR)

– Defense Advanced Research Projects Agency (DARPA)

– Air Force Office of Scientific Research (AFOSR)

– Kodak Research Laboratories

Conference/Workshop Organizer

• WARA-10: Workshop on Abstraction, Reformulation and Approximation, 2010 (upcoming)

• CompSust09: 1st International Conference on Computational Sustainability, Ithaca, NY, June 2009
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• CROCS-09: 1st International Workshop on Constraint Reasoning and Optimization for Computational
Sustainability, in conjunction with CP-09, Lisbon, Portugal, Sep 2009

Program Committee Member

• AAAI-10/08/07/06: AAAI Conference on Artificial Intelligence

• ISAIM-10: International Symposium on Artificial Intelligence and Mathematics

• ASPOCP-10: Workshop on Answer Set Programming and Other Computing Paradigms

• IJCAI-09: International Joint Conference on Artificial Intelligence

• CPAIOR-09: Intl. Conference on Integration of AI and OR Techniques in Constraint Programming

• CP-09: International Conference on Principles and Practice of Constraint Programming

• Counting-08: Workshop on Counting Problems in CSP and SAT, and other Neighboring Problems

• ISC-07: International Symmetry Conference

• SAT-06: International Conference on Theory and Applications of Satisfiability Testing

Journal Editorial Board Member and Reviewer

Editorial Board Member: J. of Artificial Intelligence Research (JAIR)

Artificial Intelligence J. (AIJ); J. on Satisfiability, Boolean Modeling and Computation (JSAT); J. of
Heuristics; Constraints J.; Transactions on Computational Logic (ToCL); Acta Informatica

Conference Reviewer

AAMAS-09, AAAI-10/08/07/06/05, SAT-07/06, CPAIOR-07, CP-08/06, ISC-07, NESCAI-07/06,
ISAIM-10/08, STACS-07, ITNG-07, PRICAI-06, CSR-06, SASIMI-06, ISVLSI-06, SAC-06

Member

Association for the Advancement of Artificial Intelligence (AAAI)
Institute for Operations Research and Management Sciences (INFORMS)
Constraint Programming Society in North America (CPNA)
New York Academy of Sciences (NYAS)

SELECTED RESEARCH PROJECTS

For additional information on my work in these funded research projects and beyond, please refer to the
detailed research interests statement.

Computational Sustainability (NSF): Funded by the National Science Foundation under the Expeditions
in Computing program, this project, led by Prof. Carla Gomes, has the overarching vision that computer
scientists can—and should—play a key role in increasing the efficiency and effectiveness of the way we
manage and allocate our resources, while enriching and transforming Computer Science. This work seeks to
employ state-of-the-art computational methods to address challenging problems in the arena of sustainability,
ranging from wildlife preservation (e.g., by designing movement corridors or removing carefully selected fish
passage barriers) to renewable energy (e.g., biofuels production and sustainable communities) to balancing
socio-economic demands and the environment (e.g., optimizing rotational opening and closing of fisheries).
This effort is highly interdisciplinary, involving close interactions with environmental agencies as well as
researchers in conservation biology, resource economics, environmental engineering, civil engineering, and
materials science, to name a few.

Real-World Reasoning (DARPA): Funded by the Defense Advanced Research Projects Agency, this
project seeks to significantly improve the scalability and robustness of general reasoning technology to address
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large-scale adversarial and contingency settings. This work achieved orders of magnitude improvement over
prior technology by introducing novel problem modeling and solution techniques.

Beyond Traditional SAT Technology (NSF): Funded by the National Science Foundation under the
Robust Intelligence program, this project aims at new scientific advances in automated reasoning systems
that go beyond traditional combinatorial search and are applicable to competitive and unpredictable settings.
This work explored connections between logical and probabilistic reasoning and developed several state-of-
the-art practical tools for counting solutions and near-uniform sampling solutions in intricate combinatorial
spaces.

New Message Passing Techniques for Uncovering the Solution Space Structure of Combinato-
rial Problems (NSF, under review): This project aims to advance our understanding of the structure of
the solution space of combinatorial problems, particularly with respect to the clustering behavior of solutions.
Our preliminary work in this direction has provided the first clear understanding of a very promising message
passing technique called Survey Propagation (SP) purely in terms of a BP-like message passing algorithm
over well-defined clusters. The project seeks innovative ways of uncovering and utilizing the solution space
geometry of such problems, for instance to solve very hard instances, to find robust solutions that lie in large
clusters, or to sample a variety of solutions lying in spatially separated clusters.

Cloud Computing for Computational Sustainability and Combinatorial Inference (Yahoo!): As
part of a 4-university initiative by Yahoo! to advance cloud computing systems and applications research,
this project explores novel ways of using Yahoo!’s Hadoop-based “M45” compute cluster for solving chal-
lenging reasoning and optimization problems, with a particular emphasis on applications in computational
sustainability. Access to this powerful platform has resulted in new discoveries in computational hardness
profiles of search algorithms, and new and scalable ways of addressing stochastic optimization problems.
While cloud computing is becoming common for data-intensive applications, we seek to use this platform
fruitfully for compute-intensive applications as well.
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RESEARCH INTERESTS
Ashish Sabharwal

Cornell University

The goal of my research is to develop scalable and robust reasoning and inference technology that will allow
computers to act intelligently in increasingly complex real-world settings and in competitive and uncertain
environments. I am particularly interested Artificial Intelligence techniques centered around Combinatorial
Reasoning, Constraints, Probabilistic Inference, Multi-Agent and Adversarial Reasoning, and Optimization,
both for traditional computing architectures and for Multi-Core and Cloud Computing platforms. While a
significant amount of my work in the past has been driven by traditional applications of these techniques to
problems in areas such as planning, scheduling, verification, and diagnosis, the central theme of my current
research agenda is the application of AI techniques to the newly emerging, highly inter-disciplinary field of
Computational Sustainability. I am actively involved in establishing this new area and in finding innovative
ways to inject computational thinking into the process of addressing key environmental and natural resource
management challenges of our time.

Inference and optimization engines lie at the core of artificial intelligence, and are often embedded in
systems ranging from car diagnosis tools to production planning software in the industry to complex control
units in space missions. The vision for this field, at least on the technological side, is well exemplified by the
DARPA Grand Challenge, where fully autonomous ground vehicles have relied on automated inference and
control methods to successfully navigate over 100 miles of terrain without any human assistance. But the
role of AI methods is not limited to advances in technology and automation alone—they have a tremendous
potential for helping us find better, more effective, and more meaningful ways of addressing broader challenges
involving our environment, economy, and society, as I will discuss later in this statement.

Combinatorial reasoning technology, such as for propositional satisfiability (SAT), has witnessed an un-
precedented growth. Starting with only a few hundred variable problems in the early 1990’s, publicly
available SAT solvers can now easily solve many large industrial problems with over 1 million variables and 5
million constraints. This field promises to grow further in richness and impact as we begin to venture beyond
basic combinatorial search, to problems such as inferring properties of complex combinatorial spaces, and
reasoning in multi-agent competitive environments. This requires a shift in technology from NP-complete
search problems to significantly more difficult #P- and PSPACE-complete problems. Efficient techniques
for these problems are crucial for pushing automated inference engines to a level where they can address
complex real-world systems. This poses many fundamental research challenges:

− Scalability : How can we overcome the high worst-case computational cost of solving these problems
and scale them to the range of millions of variables demanded by real-world applications?

− Robustness: How can we obtain performance guarantees and have solutions that are robust against
rare but catastrophic failures, such as power grids failures and stock market crashes?

− Synergy between exact and probabilistic inference: How can we directly or indirectly use techniques
developed for exact inference to solve problems in probabilistic inference, and vice versa?

− Multi-agent reasoning : How can we perform strategic decision making that will provably work in the
presence of multiple agents and adversaries with competing interests?

− Representation and balance: How rich should the problem representation language be? How should we
balance brute-force exploration with expensive inference at each step of the search?

− New computing hardware: How can complex reasoning engines efficiently and effectively exploit the
tremendous computational potential of Cloud Computing and Multi-Core platforms?

I believe addressing these challenges will require a constant flow of ideas between foundational research
and implementation, and successful solutions will pave the road to a whole new range of applications. My
research approach thus follows a unique blend of rigorous analysis and principled experimentation, placing
emphasis on studying complex computation processes themselves as natural phenomena, so as to achieve a
better understanding of our computational methods and push them beyond their current limits.
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In what follows, I have provided a synopsis of my ongoing and past work1 aligning with four themes. Part
A summarizes the exciting, new Computational Sustainability component of my research agenda, while parts
B, C, and D are continuations of my earlier work on foundational methods for AI reasoning and inference.

A. REASONING AND OPTIMIZATION FOR COMPUTATIONAL SUSTAINABILITY

During the past year and a half, a central focus of my research has been the application of AI techniques,
specifically constraint reasoning and optimization, to solve a variety of challenging problems arising in
computational sustainability—a new, highly inter-disciplinary field that aims to use advanced computational
methods as a tool for intelligent decision making concerning the management and allocation of the limited
resources on our planet. With the increasingly growing understanding of and concern about the dramatic
impact of human development—and ever greater consumption of materials and natural resources—on the
earth’s delicate balance, I believe it is imperative that computer scientists play a key role in addressing the
grand sustainability challenge facing us today.

As a researcher at Cornell’s Institute for Computational Sustainability (ICS) founded in 2008, I have been
actively involved in creating a vision for the institute, beginning with a successful $10M NSF Expeditions in
Computing proposal itself. Besides basic research, I have contributed to nurturing the growth of this new field
by fostering interdisciplinary interactions and by co-organizing conferences and workshops to bring together
researchers with diverse backgrounds (CompSust09, the 1st International Conference on Computational
Sustainability; CROCS-09, the 1st International Workshop on Constraint Reasoning and Optimization for
Computational Sustainability).

My research in this area has resulted in a close interaction with environmental agencies such as The
Conservation Fund and the National Fish and Wildlife Service, as well as with researchers in other fields
such as Resource Economics, Civil and Environmental Engineering, and Materials Science and Engineering.
These interactions have been a very enlightening experience, as they have slowly made it apparent how
pervasive computer science problems—ranging from those that can be handled through constraint reason-
ing, search, and optimization to those that ask for novel algorithm design, data mining, human-computer
interaction, and machine learning—are in sustainability applications. Unfortunately, the use of computers
by researchers and practitioners in sustainability related fields tends to be relatively simplistic, which opens
up a tremendous potential for computer scientists to make a significant impact by injecting computational
thinking into sustainability research. On the other hand, the highly dynamic, complex, and large-scale nature
of sustainability problems opens up new challenges for computer science itself. Here are some of my current
projects exemplifying this:

Wildlife Corridor Design and Bird Conservation: Growing land fragmentation has been found to
have a major negative ecological impact on wildlife, and the construction of “corridors” connecting different
regions of biological significance has been shown to significantly mitigate this impact. However, the methods
currently used to design such corridors are very limited in what they model and capture. Our work has
formalized this problem as a budget-constrained utility-optimization problem on undirected graphs with a
connectivity constraint [CPAIOR-08/07, in preparation for Conservation Biology J.]. By studying the empirical
hardness behavior of this problem under various parameter regimes, we have developed a scalable hybrid,
two-phase, MIP-based methodology. Working with researchers in Resource Economics on real-life data
obtained for Grizzly Bear population in the U.S. Northern Rockies, with several months of CPU time, we
have found optimal or near-optimal corridors at various budget levels connecting Yellowstone, Selmon-Selway,
and Northern Continental Divide Ecosystems.

In related work on bird conservation, our group is studying effective ways of conserving the fast diminish-
ing population of Red Cockaded Woodpecker (RCW), a federally endangered species. Working closely with
The Conservation Fund, we have formulated this problem as a stochastic constraint optimization problem,

1The work discussed here is a result of joint effort with Carlos Ansotegui, Mathieu Blanchette, Paul Beame, Jon Conrad,
Carmel Domshlak, Carla Gomes, Willem-Jan van Hoeve, Jörg Hoffmann, Russell Impagliazzo, Henry Kautz, Andrew McCallum,
Gilles Pesant, Toniann Pitassi, Ron Raz, Louis-Martin Rousseau, Meinolf Sellmann, and Bart Selman; and (then) students:
Josh Buresh-Oppenheim, Matthew Cary, Aron Culotta, Bistra Dilkina, Justin Hart, Ethan Kim, Lukas Kroc, Yuri Malitski,
Raghu Ramanujan, Atri Rudra, Jordan Suter, and Erik Vee.
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using MIP and pseudo-Boolean frameworks. To address scalability issues, we are employing Cloud Com-
puting methods, using our access to Yahoo!’s “M45” compute cluster. This work provides the first scalable
approach for budget-restricted high-quality decision making for land acquisition and cavity implants for
RCW and related bird conservation efforts.

Fish Passage Barrier Removal: This work addresses the problem of minimizing the impact of man-
made stream barriers on the upstream and downstream movement of migratory fish such as Salmon, which
need accessibility to high quality rearing and spawning habitat in side channels or upper tributaries of a
river. Various studies have shown that small barriers such as dams, culverts, dikes, levees, floodgates, and
weirs have contributed to a significant decrease in fish population (e.g., 40% reduction in Salmon stocks in
the Pacific Northwest and over 80% in the Atlantic Northeast). Barrier removal and restoration projects
are being pursued in several regions to mitigate this impact. However, the selection of which projects to
undertake in the limited budget is often based on simple scoring and ranking methods, which are known to
be sub-optimal. With interactions with the National Fish and Wildlife Service, we are developing a Mixed
Integer Programming based optimization model [preliminary results at CROCS-09] as a scalable technique for
finding optimal or near-optimal solutions that make the best possible use of the typically low budget.

Material Discovery: In ongoing work with Material Science researchers, we are using constraint reasoning
and machine learning techniques to assist with the discovery of new, rich, and complex materials with certain
desirable properties such as “shape memory”, with the overall goal of making the best use of our limited
natural resources. The central problem here involves analyzing x-ray diffraction patterns in order to identify
various structural phases in a thin film composition spread experiment. The challenge is to develop effective
reasoning and learning methods to overcome the inherent combinatorial explosion and deal with experimental
errors and limitations.

Sustainable Community Development and Renewable Energy: The design and operation of zero-
impact local communities that can sustain themselves while meeting the economic, social, and environmental
aspirations of the residents as well as the broader stakeholders, is finding increasing attention. This yields
a complex and dynamic system, with many highly-interacting “agents” with potentially conflicting goals
and requirements and several discrete design choices such as viable community size, a balanced portfolio of
renewable and non-renewable energy, balanced land use, etc. This ongoing work with Civil, Environmental,
and Mechanical Engineers aims to create a scalable mathematical and computational framework for repre-
senting and analyzing the costs and impacts of such choices in a realistic manner, through techniques that
go beyond traditional Life Cycle Assessment (LCA) analysis and its associated limitations.

B. DEVELOPING SCALABLE AUTOMATED REASONING METHODS

Another focus area of my research is on building fast, practical methods for combinatorial reasoning, often
based on non-traditional approaches. The application domains and annual competitions that have been the
catalyst for the tremendous growth in SAT solver and related technology have also brought the discipline to
the boundary between general scientific research and careful, detailed engineering to excel on specific bench-
mark problems. A substantial amount of work goes into fine-tuning and exploring variations of techniques
already in place. While this undoubtedly has its own merit, it is also crucial to look at problems from a fresh
perspective. Can one address issues regularly encountered by researchers by introducing a fundamentally new
way of solving, or even representing, the problem? This has served as a constant motivating question for my
research. Here are four examples of innovative approaches that I have introduced, all of which have pushed
the limits of automated reasoning by orders of magnitude:

XOR-Streamlining and Extensions for Model Counting and Sampling: Part of this work was recog-
nized with an Outstanding Paper Award at AAAI-06, the 21st National Conference on Artificial Intelligence.
This work addresses the problem of counting and near-uniformly sampling solutions of combinatorial prob-
lems [AAAI-06/07, NIPS-06, IJCAI-07, SAT-07] and has applications in areas such as Bayesian inference and
probabilistic reasoning. Implemented in a series of state-of-the-art tools (MBound, SampleCount, XorSample),
xor-streamlining is a fundamentally different technique for attacking these #P-hard problems than the
traditional ones based on backtracking search and Markov Chain Monte Carlo (MCMC) methods. Inspired
by work in complexity theory, this approach introduced the first effective and scalable method for using a
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complete or local search SAT “solver” essentially off-the-shelf to build a “model counter”. It also introduced
a new framework for obtaining lower and upper bounds with probabilistic correctness guarantees (rather
than estimates without guarantees), outperforming previous approaches by several orders of magnitude on
challenging problem instances.

Our recent work [CPAIOR-08, ISAIM-08, ANOR J.-08], implemented in tools BPCount and MiniCount, broad-
ens the scope of these ideas by incorporating message passing techniques from probabilistic inference (namely,
Belief Propagation and Survey Propagation) as well as statistical estimation methods. For lower bounds on
the model count, this often provides a faster alternative to sampling based techniques, and for upper bounds,
this is indeed the first realistically scalable approach with correctness guarantees.

Multi-Core and Cloud Computing Platforms for Inference and Analysis: As multi-core and cloud
computing architectures become the dominant high-performance computing platform, a challenge and op-
portunity for the AI community is to develop effective ways to use these platforms for complex inference and
analysis tasks. Our recent work [IJCAI-09, SAT-09] has introduced a low-overhead framework for using multi-
core architectures to solve the combinatorial optimization problem of Maximum Satisfiability or MaxSAT,
particularly when the instances are “barely” infeasible. The hybrid method uses a loose coupling between
a systematic DPLL solver and a local search solver such as Walksat, through a simple shared memory ar-
chitecture and minimalistic but powerful interaction. For a large suite of challenging industrial problems
from the SAT Race-2008 competition, our method is able to find near-optimal solutions in seconds while
competing approaches take minutes to hours and still obtain solutions that are far from optimal.

In related ongoing work, we are exploiting the high experimentational capability of cloud computing
platforms (specifically, the “M45” compute cluster of Yahoo!) to discover heavy-tailed runtime behavior
of local search methods for combinatorial reasoning; such behavior, with its strong implications on solution
methods, is now well known for systematic search but has never been clearly observed in local search. We are
also using the M45 cluster to develop a scenario-based iterative solution method for a stochastic optimization
problem arising in a computational sustainability application discussed earlier.

Dual Formulation for Adversarial Reasoning by QBF solvers: Understanding and avoiding worst-
case scenarios is central to mission-critical adversarial reasoning applications where there is no room for error.
Quantified Boolean Formula (QBF) reasoning, built upon the success of SAT solvers, is an effective method-
ology for addressing such applications, but is far less scalable than single-agent SAT reasoning. Implemented
as the solver Duaffle, our method brought a departure from the commonly used cnf-based representation
formalism for QBF reasoning [SAT-07]. By using a novel dual cnf-dnf representation based on a two-player
game and planning perspective of QBF domains, this approach brings out the full power of dnf-based “so-
lution learning” techniques and facilitates, for the first time, constraint propagation across quantifiers—a
bottleneck for search-based QBF solvers. Our work provided not only an easier and more natural way to for-
mulate adversarial problems in a dual representation but also orders of magnitude improvement in efficiency
on many challenging instances.

In ongoing work [partly under review], we have obtained new insights into the nature of adversarial search
spaces (specifically, the presence of “early losses” in some domains such as Chess and absence in other domains
such as the game of Go) and how differently it influences the effectiveness of two mainstream adversarial
reasoning approaches: exhaustive but expensive Minimax search and sampling-based opportunistic UCT-
style search.

Symmetry-Breaking and Reasoning Beyond Resolution: The presence of structural symmetry in
combinatorial problems artificially increases the effective search space size to explore. Symmetry-breaking
approaches are therefore a necessary ingredient for scalable reasoning in such domains. Implemented in a
structure-aware SAT solver called SymChaff, my technique [AAAI-05, Constraints J.-09] is again a departure
from commonly used methods such as “symmetry-breaking constraints” for SAT and CSP. By retaining and
exploiting automatically generated contextual information about problem variables, SymChaff can achieve as
much as (provably) exponential speed-ups over the best alternative approaches. The theme is the same as
in the QBF work discussed above: overcome limitations introduced by traditional cnf-based encodings by
suitably altering the problem representation formalism.

Ashish Sabharwal, January 2010 13 of 17



C. FORMAL ANALYSIS OF LOGICAL AND PROBABILISTIC INFERENCE ENGINES

Understanding inherent strengths and limitations of various methods used in practice plays a crucial role in
further development and successful application of such methods. Following this philosophy, I have created
formal frameworks for understanding and analyzing state-of-the-art approaches in satisfiability testing and
AI planning, complementing empirical observations about when these approaches work well and when they
don’t. This has led to new ideas addressing fundamental limitations of known techniques. My work has
also explored probabilistic inference methods and the role of problem structure in systematic search. My
methodology here has combined a mathematical analysis, often based on proof complexity theory and discrete
mathematics, and systematic experimentation. Examples of my work in this direction include:

A Resolution-Based Formal Framework for SAT Solvers: This work [IJCAI-03, SAT-03, JAIR-04], rec-
ognized as the Runner-up for the IJCAI-JAIR 5-Year Best Paper Prize for years 2003-2008, introduced the
first formal proof complexity based framework for a rigorous analysis of two key techniques often engineered
in DPLL-style SAT solver implementations. Specifically, it revealed the inherent power of clause learning
and restart techniques, by relating them to the ‘resolution’ proof system—the holy grail for all DPLL-based
SAT solvers. This laid a much needed foundation for understanding and analyzing SAT solvers, and helped
make clause learning and restarts an integral part of the next generation of solvers while also spawning
further research and improvement.

Probabilistic Inference and Message Passing: A relatively recent message passing technique originating
in the statistical physics community, called Survey Propagation (SP), has turned out to be much more
efficient than mainstream DPLL and local search methods for solving very hard random SAT instances.
While somewhat related to the more common Belief Propagation (BP) framework, the exact nature of
the probabilistic information sought by SP has been elusive, leading to several publications attempting to
“explain” SP in rigorous, mathematical terms. Our recent work [in preparation for PNAS, preliminary version

at NIPS-08] has developed a new “cluster-centered” approach for explaining SP and deriving SP equations
systematically for any discrete constraint satisfaction problem or graphical model, the same way one would
apply the generic BP framework to such a problem. This cluster-focused approach provides new insights
into the solution space structure of combinatorial problems and holds promise for extending the success of
SP-style algorithms from random instances to more useful, structured instances.

Our work [CPAIOR-08, ISAIM-08] also demonstrated how such properties of the solution space can be
fruitfully exploited to obtain the number of solutions of these problems, even in highly structured domains. In
related work [UAI-07, SAC-09], we revealed through extensive experimentation the nature of the probabilistic
information about the solution space that SP effectively computes. This work was nominated for the Best
Student Paper award at UAI-07.

Abstraction in AI Planning: Abstraction is a commonly employed technique, especially in large scale
model checking and planning, that attempts to improve efficiency by abstracting away non-critical details
of the problem at hand and thus reducing the size of the raw search space. Can abstraction methods really
achieve much benefit in AI planning systems? While this empirically does seem to be the case for BDD-based
symbolic planners (which essentially perform a fast blind search) and for heuristic planners such as IPP, this
work [ICAPS-06, JAIR-09] provided a rather surprising provably negative answer for the best-case behavior
of Resolution-based optimal planners such as the award winning SATPLAN planner: all of commonly used
abstraction methods cannot improve the best case behavior of SATPLAN under several encodings typically
used in practice. At a high level, this showed that the “informedness” of the search method must compete
with the informedness of the abstraction heuristic, providing new insights into the design of abstraction
techniques. This work was nominated for the Best Paper Award at the ICAPS-06 conference.

Hardness Profiles and Problem Structure: Constraint satisfaction problems often exhibit an intriguing
pattern: an abrupt phase transition from being feasible to being infeasible as a key problem parameter is
varied. This work [CPAIOR-07/08], with direct application to “wildlife corridor” design for grizzly bears in
the U.S. Northern Rockies discussed earlier, empirically revealed for the first time such phenomena—and a
corresponding “easy-hard-easy” pattern—for problems that combine both constraint satisfaction and opti-
mization aspects. In ongoing work, we have discovered—for the first time—heavy tail runtime distribution
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patterns in local search solvers.

In a related direction [CP-07, ISAIM-08], our work has brought to light the fundamental strength of the
notion of propagation-based “backdoor sets” used to characterize real-world structure in combinatorial prob-
lems and explain the astonishing scalability of SAT solvers on structured industrial benchmarks. Specifically,
we showed that dynamic, propagation based backdoors used by these solvers can be exponentially smaller,
and thus more powerful, than those based on static, syntactic classes such as 2-CNF or Horn SAT used in
certain formal analyses, and also provably harder to compute in the worst case assuming NP 6= coNP.

Building upon this work further [SAT-09], we extended the notion of backdoors to capture learning
during search—a key ingredient of many successful state-of-the-art constraint solvers—and showed that
learning again can result in exponentially more compact backdoors. Finally, we extended the notion of
backdoors, defined originally for constraint satisfaction problems, to general optimization problems and
demonstrated that interesting MIP (mixed integer programming) optimization problems do have surprisingly
short backdoor sets [CPAIOR-09]. In fact, contrary to the general intuition about computational hardness in
optimization, we found that for some problems, backdoors for proving optimality were significantly smaller
than those for finding an optimal solution.

D. FOUNDATIONAL ISSUES: ALGORITHM DESIGN AND PROOF COMPLEXITY

The final theme of my research involves addressing foundational issues underlying automated reasoning
systems. Specifically, I design efficient algorithms for constraint solvers and characterize the strength of
various “proof systems”. This has resulted in the first polynomial time algorithms in some cases, and
NP-completeness or hardness of approximation results in other. Two examples of my work in this area are:

Filtering Algorithms for Special Constraints: This work [CP-06, Constraints J.-09] was recognized with
the Best Paper Award at CP-06, the 12th International Conference on Principles and Practice of Constraint
Programming. It introduced the first polynomial time filtering algorithm for a combinatorial constraint (the
“sequence” constraint) that appears frequently in scheduling and design automation problems, such as in
a car manufacturing pipeline. This resolved a question that had been open for 10 years in the Constraint
Programming (CP) community.

In related work [ModRef-07, CPAIOR-08, ongoing], our algorithms have revealed the exponential memory
and runtime savings that higher-level set-based representations of constraints can achieve. This work provided
some of the first polynomial time filtering algorithms for constraints in this higher-level representation.

Resolution Complexity and Hardness of Approximation: This work in the field of proof complexity
theory [Complexity-01, Computational Complexity J.-07] studied the Resolution proof system in semi-structured
domains. It showed that almost all instances of some interesting co-NP complete graph problems require
exponential size Resolution proofs of infeasibility, even to approximate within significant factors, thus pro-
viding a large family of structured formulas that are exponentially hard for the Resolution proof system.
The methodology involved a blend of combinatorial and probabilistic analysis, and expansion properties
of random graphs. The work also showed that a natural class of approximate optimization algorithms for
these problems must fail to provide good approximations on almost all problem instances. In related work
[FOCS-02, SIAM J. Computing-04], we proved that even stronger proof systems, such as bounded-depth Frege
systems described in many logic texts, require exponential size proofs even for very weak pigeonhole formulas,
strengthening previously known results in this area.
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TEACHING STATEMENT
Ashish Sabharwal

Cornell University

My goal as an educator is to introduce students to the fascinating concepts and challenges in the field of
Computer Science and to prepare them to use their knowledge to solve practical problems in traditional
application areas as well as newly emerging ones such as computational sustainability.

Free flow of ideas is a cornerstone of academics. It appears in various forms during peer-to-peer commu-
nications, in advisor-advisee relationships, and most pervasively during student-teacher interactions. In a
constantly evolving field at the forefront of technology, the task of an educator demands an active interest in
ensuring that the concepts and the ways of imparting them stay fresh. To be a successful teacher one must
understand and go through a constant cycle of preparation, implementation, and evaluation. I share below
my experiences with these, drawing upon several refreshing and enlightening teaching opportunities, partic-
ularly as a lecturer at the University of Washington (2003) and as a tutorial presenter at the Conferences
on Artificial Intelligence (AAAI-07/08), the Defense Advanced Research Projects Agency (DARPA, 2007),
the Kavli Institute for Theoretical Physics in China (KITPC, 2008), and the Banff International Research
Station for Mathematical Innovation and Discovery (2009). My views also draw upon the years that I have
spent at Cornell University as a researcher interacting with several Ph.D. students in a unique role that
delicately combines collaboration and guidance, and several invited book chapters and surveys that I have
written in order to clearly and comprehensively introduce the state of the art in my research area to other
researchers and students.

Preparation: Preparation for teaching in a natural and clear manner begins by developing a deep under-
standing of the subject matter. Thankfully, both the graduate curriculum at the University of Washington
as well as the rigorous coursework at the Indian Institutes of Technology emphasize breadth of knowledge.
They require courses from a large number of diverse and important fields not necessarily directly related
to a student’s specific research interests, and have thus prepared me to comfortably teach a broad range
of classes at the undergraduate level. My own research is in Artificial Intelligence, with strong connections
to Theoretical Computer Science. Teaching standard as well as newly designed courses in these areas will
be a delightful opportunity for me to share my knowledge and enthusiasm. At the same time, I also look
forward to developing and teaching an introductory course on applications of computer science techniques
to addressing pressing environmental and sustainability concerns of our time.

As another important step in long-term preparation, I have strived to learn how to teach because sufficient
knowledge doesn’t necessarily make one a good teacher. I have frequently worked with the Center for
Instructional Development and Research (CIDR) at the University of Washington. I have participated
in training programs and discussions on how to be effective in a classroom where students have varied
backgrounds, expectations, and skill levels.

Implementation: As a Ph.D. candidate, I took up a rare opportunity for hands on experience: teaching
an undergraduate Data Structures course as a lecturer. The task involved lecturing and organizing a class
of nearly fifty students and managing workload with two teaching assistants. My goal was to make this
foundational course stimulating, exciting, and challenging for the students. I achieved this by using a new
tablet-PC based interactive slide projection system being developed at the UW, along with partial handouts
that we filled together as each lecture progressed. This encouraged interaction, at the same time providing
students concrete course material to take home. Having lively programming goals such as playing songs in
reverse, solving mazes, and using word patterns to identify playwrights made traditional data structures
projects fun to work on. Group programming projects and joint quizzes were my tools to make students
learn to work productively as a team, an asset for any professional. Pop quizzes at the beginning of lecture
were a lesson in punctuality for some. I broke the monotony of the class by having guest speakers give a
glimpse of intriguing new topics such as the concepts behind Google’s search engine and zero-knowledge data
structures.

In retrospect, this was an invaluable experience. It helped me develop my own teaching style and
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philosophy, and evaluate its efficacy. Prior to this assignment, I have been a teaching assistant for a variety
of undergraduate and graduate courses, where I enjoyed the challenge of presenting lecture material in
alternative ways during tutorial sections and office hours. I have volunteered for a one-on-one tutoring
program for undergraduate students in need, and have substituted for lectures as occasions arose. During
the past few years, I have prepared and delivered extensive tutorials on subjects related to my own research
area, namely, the latest in automated reasoning technology. These tutorials have been very well received by
seasoned researchers and new graduate students alike. The experience, along with several book chapters and
surveys I have co-authored in the past few years, has taught me how to bring together scattered research
ideas into comprehensive introductory teaching material on a subject.

Evaluation: The ability to mold one’s teaching approach based on continuous feedback from students
about their grasp and needs is crucial for effective teaching. Students’ interest and understanding can be
perceived indirectly from homework, attendance, and quality of questions raised in class. I personally like, in
addition, the more active approach of feedback forms designed specifically for this purpose. One challenge in
the latter method is to convince students that they are free to critique and that their comments will receive
due attention. It is important, especially for early career educators such as myself, to understand that we
are in the classroom to teach and, at the same time, to continuously learn and evolve ourselves as a teacher.
For the Data Structures course mentioned above that I taught, I utilized the services of CIDR at the UW to
obtain concrete comments from students in the middle of the quarter, and was able to make some immediate
changes based on their needs. The final survey at the end of the quarter revealed that the students had liked
aspects such as instructor’s enthusiasm and knowledge, relevance of course content, and availability of help
when needed. Their overall evaluation rating was quite high at 4.2 out of 5.0.

In addition to student feedback, one must also evaluate over time the course content itself. As computer
science rapidly progresses, it is critical to scrutinize the relevance and comprehensiveness of the course
material. I believe this is best done by incorporating into it a flavor of recent research results and by looking
at the way the course is taught by other lecturers and at other places.

While the challenges and the approach to teaching vary to a great extent from one discipline to another,
certain key aspects are invaluable irrespective of what one teaches and in what context. My own teaching
philosophy has been influenced enormously by a seemingly unrelated subject—the practice of martial arts,
which frequently requires me to lead groups of beginner and moderately advanced students. Over the
years, this has consistently emphasized leadership, clarity, patience, and the ability to inspire passion for the
subject—qualities that are in my opinion essential for the success of any teacher in any field. Advances in
human society rely critically on the transfer of various kinds of knowledge and wisdom from one generation
to another. To accomplish this goal is the responsibility of the teacher. I believe that I have prepared myself
well for this task in the field of computer science, and I look forward to it.
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