
Fast Rendering of Fabric Micro-Appearance Models Under Directional
and Spherical Gaussian Lights

PRAMOOK KHUNGURN, Cornell University
RUNDONGWU, Cornell University
JAMES NOECKEL, Cornell University
STEVE MARSCHNER, Cornell University
KAVITA BALA, Cornell University

Fig. 1. Our algorithm enables fast, high-quality rendering of fabric models made up of individual fibers with multiple scattering. The table was rendered in 63
seconds, the green chair 291 seconds, and the blue chair 131 seconds on a single Nvidia GeForce GTX 970 GPU.

Rendering fabrics using micro-appearance models—fiber-level microgeom-
etry coupled with a fiber scattering model—can take hours per frame. We
present a fast, precomputation-based algorithm for rendering both single
and multiple scattering in fabrics with repeating structure illuminated by
directional and spherical Gaussian lights.

Precomputed light transport (PRT) is well established but challenging to
apply directly to cloth. This paper shows how to decompose the problem and
pick the right approximations to achieve very high accuracy, with significant
performance gains over path tracing. We treat single and multiple scattering
separately and approximate local multiple scattering using precomputed
transfer functions represented in spherical harmonics. We handle shadowing
between fibers with precomputed per-fiber-segment visibility functions,
using two different representations to separately deal with low and high
frequency spherical Gaussian lights.

Our algorithm is designed for GPU performance and high visual quality.
Compared to existing PRT methods, it is more accurate. In tens of seconds
on a commodity GPU, it renders high-quality supersampled images that take
path tracing tens of minutes on a compute cluster.
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1 INTRODUCTION
Fabrics are critical in many graphics applications including games,
movies, and virtual prototyping. Recent fabric appearance models
have achieved high fidelity by coupling fiber-level light scattering
models with fiber geometry acquired from micron-resolution CT
images of real fabric samples [Khungurn et al. 2015; Zhao et al.
2011]. However, rendering these micro-appearance models using
path tracing is prohibitively slow because tracing rays through the
complex microgeometry is costly, and long paths must be evaluated
to capture multiple scattering inside the material. The process can
take tens of core-hours per frame. Using precomputation to bypass
these long paths is thus a logical choice to speed up rendering.
This paper presents a fast, precomputation-based algorithm for

approximately rendering fabric micro-appearance models under
directional and/or spherical Gaussian lights, which can be used
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to approximate environment illumination. Because our algorithm
traces only eye rays through microgeometry, it is very suitable for
GPU implementation. In particular, our implementation is able to
render high-resolution, supersampled images of micron-resolution
fabrics in tens of seconds, using only a single commodity GPU.

Our approach is enabled by focusing on fabrics with regular struc-
ture and limiting our attention to the effects of multiple scattering
inside the fabric volume, in contrast to global interreflections.
Even with these assumptions, the problem is very challenging

because one has to not only take into account complex occlusion
among highly specular cloth fibers but also handle spherical Gauss-
ian lights of all frequencies. We found that existing precomputed
radiance transfer (PRT) techniques could not produce all aspects of
fabric appearance—especially the specular reflection—and so had to
search for a working alternative. We discovered that the problem
can be effectively solved by decomposing it into several parts. Our
contribution is identifying these parts and the right precomputation
to use for each.
In particular, we first decompose scattered radiance into single

and multiple scattering components. Because the latter varies rather
smoothly over the fabric volume even when lighting is sharp, we
approximate it with precomputed transfer functions based on low-
order spherical harmonics.

Approximating single scattering under spherical Gaussian lights
of all frequencies is more difficult. We classify spherical Gaussian
lights into “sharp” and “soft” and use a different representation for
precomputed visibility in each case. We use the spherical signed
distance function (SSDF) for sharp spherical Gaussian lights, while
for soft lights we approximate visibility as a sum of spherical Gaus-
sians arranged over the sphere. Lastly, we tackle the highly specular
reflectance with an analytic approximation to the convolution be-
tween a sharp spherical Gaussian light and the scattering function
of a fiber, and we show how to use this approximation with the
visibility representations to approximate the full shading integral.

We demonstrate high fidelity results, individually rendered in
under a minute, for fabrics ranging from regularly structured woven
textiles to a knitted fleece with unorganized surface structure. Our
approach makes micro-appearance models practical for applications
that require quick turnaround, such as interactive textile design.

2 BACKGROUND AND PREVIOUS WORK
Fabric appearance modeling. A piece of fabric can be modeled

with a surface that captures its overall shape [Adabala et al. 2003;
Irawan and Marschner 2012; Sadeghi et al. 2013; Sattler et al. 2003].
These models, however, abstract away microgeometry and account
for multiple scattering in ad hoc ways.
Our work is based on the micro-appearance approach, in which

fibers are explicitly represented, either by volumetric data [Zhao
et al. 2011] or meshes [Schröder et al. 2014]. Appearance can be
modeled by a phase function [Zhao et al. 2011] or a fiber-based light
scattering model (also called a BCSDF) [Marschner et al. 2003; Zinke
and Weber 2007]. Microgeometry makes it possible to see extreme
details in close-ups but makes rendering much harder.

Our modeling process (Figure 2) starts with an exemplar: a small,
rectangular piece of fabric modeled with explicit fibers. The exem-
plar is divided into blocks, and larger fabrics are synthesized by tiling

Exemplar
Exemplar
blocks

Exemplar
weave pattern

Fabric weave pattern Tiled fabric
Fig. 2. Micro-appearance fabric model.

instances of these blocks according to weave patterns, then deform-
ing them into arbitrary shapes using shell mapping [Porumbescu
et al. 2005; Zhao et al. 2012].
We do precomputation and CPU rendering with a fiber mesh

representation, in contrast to the volumetric representation of Zhao
et al. [2011]; however, when using a GPU, we rasterize the fibers
into a volume to better match the strengths of that architecture.
A fiber is represented

by a 3D polyline of multi-
ple straight segments. The
kth segment’s midpoint
is denoted by µk . Light
scattering from fibers is
modeled by the two-term
BCSDF byKhungurn et al. [2015].

Accelerated rendering of fiber assemblies and other discrete random
media. A fiber assembly is challenging to render because its overall
color arises from multiple scattering. Two-pass algorithms [Moon
and Marschner 2006; Moon et al. 2008] compute single and multiple
scattering separately to significantly accelerate the latter. We em-
ploy this separation and accelerate both components. Modular flux
transfer (MFT) [Zhao et al. 2013] is a two-pass algorithm designed to
render fabrics with repeating units. It is, however, not GPU-friendy
because it employs photon tracing and recursive eye-ray tracing for
the first 2 to 6 bounces.
Dual scattering [Zinke et al. 2008] significantly accelerates mul-

tiple scattering computation in a hair assembly. Nevertheless, we
discovered that it is not suitable for our application. Ren et al. [2010]
extends dual scattering to enable interactive rendering under spher-
ical Gaussian lights, and Xu et al. [2011] enables interactive editing
of BCSDF parameters. Both works approximate the convolution
between the BCSDF and the spherical Gaussian light analytically,
which we follow. However, they only coarsely approximate occlu-
sion by the fiber volume, while we handle detailed occlusion by
nearby fibers.
Iwasaki et al. [2014] presented an interactive algorithm for ren-

dering fabrics modeled by the microcylinder model of Sadeghi et al.
[2013] under environment lights. However, since it fundamentally
uses a BRDF model, it offers no geometric details.
A fiber assembly is an example of a discrete random medium in

which the bulk of the material consists of a large number of tiny
discrete objects. Moon et al. [2007] describes a general technique
for rendering such materials, and Meng et al. [2015] and Müller
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et al. [2016] specialize to those consisting of small grains. While
these works deal with simulating full light transport, we focus on
fast rendering and take into account only local multiple scattering,
which is sufficient to produce realistic fabric colors.

Precomputed Radiance Transfer. In PRT, a transfer function from
environment lighting to incoming light at a shaded point is rep-
resented as a transformation in a basis, whose choice has been
extensively explored [Lehtinen and Kautz 2003; Ng et al. 2004; Sloan
et al. 2002; Tsai and Shih 2006; Wang et al. 2009, 2006]. Because the
whole collection of transfer functions is often too large to reside in
GPU memory, researchers have proposed compression algorithms
[Sloan et al. 2003; Tsai and Shih 2006]. For a more complete survey
of PRT techniques, we refer the reader to the paper by Ramamoorthi
[2009]. More recent works give transfer functions for scene elements
that can be recombined at runtime [Loos et al. 2011], and methods
to summarize scattering inside detailed scene objects, which are
used to accelerate path tracing [Blumer et al. 2016].

Our algorithm differs from standard PRT algorithms in two ways.
First, our algorithm precomputes on a flat fabric that is then warped
into the final geometry, instead of considering only static scene
geometry, making it similar in its goals to local, deformable PRT
[Sloan et al. 2005]. Second, we separate single and multiple scatter-
ing, while standard PRT algorithms either do not separate them or
deal only with single scattering. We approximate single scattering
with precomputed visibility functions (which will be discussed in a
moment) and multiple scattering with transfer functions specialized
to indirect illumination. The transfer functions are represented by
a bidirectional spherical harmonics (SH) structure, similar to the
interreflection transfer function proposed by Pan et al. [2007].

Visibility Decomposition. When computing single scattering, we
decompose visibility into local and global visibility. Local visibil-
ity involves occlusion by nearby fiber microgeometry, and global
visibility involves occlusion by faraway parts of the fabric or other
objects in the scene. Only local visibility is precomputed, and we
regard it as a function of one direction stored at each fiber segment.
Our decomposition is similar to the one used in the work of

Schröder et al. [2011], which is primarily concerned with repre-
senting fabrics using coarse volumes. Their local visibility term is a
bidirectional function called the bidirectional visibility distribution
function (BVDF), which can be thought of as an average of visibil-
ity functions at individual fiber segments in the voxel. While the
BVDF would be the same as our visibility function when the voxels
become fine enough, the BVDF’s representation in Schröder et al.’s
paper only works well with lights that have delta distributions (i.e.,
directional lights or point lights). We, on the other hand, give repre-
sentations for local visibility that also work with spherical Gaussian
lights.

Notation for spherical harmonics. We denote a real spherical har-
monic (SH) basis function with Yj (ω) where ω ∈ S2, and j serves as
a single index. SH functions are classified into orders with 2l + 1
functions having order l . Thus, a representation using SH of order
up to L has (L + 1)2 coefficients.

Spherical Gaussian. A spherical Gaussian (SG) with axis ξ ∈ S2

and sharpness λ ∈ R is given by G(ω; ξ , λ) = exp(λ(ω · ξ − 1)). The

mass function M(λ) is the integral of an SG with sharpness λ over
the whole unit sphere S2, and it is equal to 2π (1 − e−2λ)/λ. Two
properties of SGs make them attractive for shading calculations: (1)
they can be easily rotated, and (2) the product of two SGs is another
SG.
Tsai and Shih [2006] use a sum of SGs to represent the product

between a factored part of the BRDF and the visibility function.
However, we shall demonstrate in Section 6 that their scheme does
not work with the highly specular BCSDF necessary for cloth mod-
els. We avoid this problem by using the sum of SGs to represent
only the visibility function and approximating the shading integral
analytically.
Wang et al. [2009] use SGs to represent glossy BSDFs and intro-

duce the spherical signed distance function (SSDF) as a represen-
tation of visibility. Later works adapt SG-based representations to
dynamic scenes [Iwasaki et al. 2012], improve shadowing [Zhou
et al. 2013], and incorporate anisotropy [Xu et al. 2013]. We adopt
Wang et al.’s SSDF, but we discovered that it does not work well
when the SG light is soft, so we transition to the sum-of-SG visibility
representation in that case.

3 OVERVIEW
Multiple scattering is responsible for much of the appearance of
fabrics, but simulating it with path tracing is expensive. Since its
effects are quite smooth, we aggressively approximate them by
precomputing the indirect radiance distribution.

Although global interreflection between distant surfaces is impor-
tant, this paper focuses on local multiple scattering within the fabric
volume. We also assume both the camera and the light sources are
above the fabric, ignoring cases involving the side and bottom faces.
Our algorithm could be adapted to handle these cases.

Figure 3 gives an overview of our algorithm. We rely on two main
types of precomputed functions to accelerate rendering:

• The segment visibility function (SVF) encodes whether a ray
starting from a given fiber segment escapes the fabric volume
in any given direction.

• The incoming indirect radiance transfer function (IIRTF) en-
capsulates how indirect illumination to a point in the fabric
volume depends on the illumination to the fabric as a whole.

While there is one SVF associated with each fiber segment, we
precompute the average of the IIRTF over cells—further subdivisions
of exemplar blocks that may contain multiple fiber segments.

At rendering time, we must first intersect eye rays with the fabric.
On the CPU, this involves casting rays through shell maps [Po-
rumbescu et al. 2005]. While an equivalent process exists for the
GPU [Jeschke et al. 2007], Section 5.1 discusses our simpler volume
ray casting approach. After identifying the hit point, we compute
the out-scattered light, splitting it into single and multiple scattering
components.
For single scattering, we compute the triple product integral be-

tween the SVF, the radiance from the light source, and the BCSDF.
This process is non-trivial for spherical Gaussian lights, and we
show that our new way of representing the SVF yields good ap-
proximations over the whole range of SG sharpness. The integral,
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Fig. 3. An overview of our algorithm.

however, only accounts for occlusion by nearby fiber microgeom-
etry, so we incorporate macro-scale occlusion by other geometry
using ray casting or shadow mapping against the fabric’s shell. The
single scattering process is discussed in Section 5.2.
For multiple scattering, we evaluate the IIRTF with the light

source as an argument and convolve the result with the BCSDF to
obtain the multiple scattering response to illumination unoccluded
by macroscale geometry. To incorporate shadowing and to simulate
subsurface scattering effects, we filter the shadow signal used in
the single scattering computation with a spatial kernel, and scale
the multiple scattering response by the result. Section 5.3 covers
multiple scattering computation.

4 PRECOMPUTATION AND PARAMETERS
The first phase of our algorithm is a series of precomputations
carried out once for each type of fabric (that is, once per exemplar
and weave pattern) on a large, flat section of fabric synthesized in
the same way as the material to be rendered.

4.1 Segment Visibility Function
Light occlusion by local fiber microgeometry is approximated using
the precomputed segment visibility functionVk : S2 → R associated
with each fiber segment k . Vk (ω) = 1 if the infinite ray originating
from µk in direction ω does not hit any fiber other than the one
segment k is a part of, and Vk (ω) = 0 otherwise.
We use two representations for Vk and choose between them

based on whether the fabric is being shaded under a high or low
frequency light source. Under high frequency lights (directional
lights and SG lights with λ ≥ 200), we use the spherical signed
distance function (SSDF) [Wang et al. 2009], denoted bydk (ω). Under
low frequency lights (SG lights with λ ≤ 100), we represent visibility
with a weighted sum of (normalized) SGs:

Vk (ω) ≈ V
ssg
k (ω) =

Q∑
q=1

wk,q
G(ω; ξk,q , λsvf )

M(λsvf )
.

where the axes ξk,q are derived from the spherical Fibonacci point
sets [Marques et al. 2013], and all the SGs in the representation have
the same sharpness λsvf . When the light’s sharpness is between
100 and 200, we interpolate between the results yielded by the
two representations. Figure 4 contains images of the SVF of a fiber
segment and its representations.

SSDF implementation. To compute the SSDF of Segment k , we
locate the copy of the exemplar block containing it that is the nearest
to the center of the flat fabric, so as to avoid any boundary effects.
With ray casting, we then render a 128× 128 binary visibility image
over the (θ ,ϕ)-parameterization of the sphere and compute the
SSDF from the resulting image by finding, for each pixel, the closest
pixel having the opposite value. The whole collection of SSDFs is
compressed with PCA using 48 principal components.

Sum of SGs implementation. The number of SGs, Q , is chosen to
be 48, the same as the number of PCA components of the SSDFs.
As discussed in Section 5.2.2, the sharpness parameter, λsvf , should
be at least 100, and we use λsvf = 128 for all the renderings in this
paper. The axes ξk,q are derived them from the spherical Fibonacci
point sets:

ξk,q = Rk ξ
′
q , ξ ′q = (rq cos(ϕq ), rq sin(ϕq ), zq ),

rq =
√

1 − z2
q , ϕq = 4πq/(1 +

√
5), zq = 1 − (q − 1)/Q

where Rk is a random rotation per segment around the z-axis to
mask aliasing artifacts that might arise from using the same set of
axes for all segments. To compute the weightswk,q , we utilize the
visibility image used to compute the SSDFs and setwk,q to the total
solid angle of all the visible pixels closer to ξk,q than any other axis.
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(a) (b) (c) (d)
Fig. 4. The segment visibility function of a segment in the Silk fabric and
its approximate representations. In Mercator projection, (a) visibility as a
128 × 128 binary image; (b) the PCA-compressed SSDF (yellow = positive,
blue = negative); (c) the sign of the SSDF as a binary image; and (d) the sum
of SGs representation.

4.2 Indirect Incoming Radiance Transfer Function
We use the IIRTF to convert the raw energy from the light sources
to the incoming radiance at a point of interest after the light scatters
one or more times from fibers. We compute the radiance due to
local multiple scattering by convolving this incoming radiance with
the BCSDF. Formally, the IIRTF T (ω0,ω1,x) equals the incoming
radiance arriving at point x from direction −ω1 through paths that
(1) originate from a directional light source that emits unit radiance
in direction −ω0 and (2) contain at least one point on a fabric fiber.

To make sure an IIRTF accurately describes the illumination in all
instances of its cell in the fabric, we need a regularity assumption:
for all instances of a given cell, the weave pattern in neighboring
cells should be the same. This is obviously satisfied when the weave
pattern across the whole fabric is the same as in the exemplar, but the
method can also be applied to fabrics with varying weave patterns
as long as local neighborhoods can be matched.
Working in the spherical harmonics domain, we represent the

IIRTF—which transforms the SH expansion of a scalar function on
S2 to the expansion of another scalar function on S2—as a matrix
Ax of entries ax [·, ·] where

ax [j0, j1] =

∫
S2

∫
S2
T (ω0,ω1,x)Yj0 (ω0)Yj1 (ω1) dω0dω1.

Computation. Due to the IIRTF’s size, we cannot afford to store
one per each fiber. Instead, we divide exemplar blocks into cells of
equal size and average the IIRTF over each cell. The per-cell IIRTF
is the average of the IIRTF at all segment midpoints inside the cell:

T (ω0,ω1,C) =
1
|C |

∑
k ∈C

T (ω0,ω1, µk ).

Here, C is a cell, and C is the set of segments with midpoints in
C . The coefficient aC [j0, j1] of the cell’s transfer function can be
estimated by sampling k , ω0, and ω1 independently and computing:

1
|C |

T (ω0,ω1, µk )Yj0 (ω0)Yj1 (ω1)

p(k)p(ω0)p(ω1)
.

We sample all k’s with equal probability (p(k) = 1/|C |), ω0 uni-
formly from the upper hemisphere (p(ω0) = 1/(2π )), and ω1 uni-
formly from thewhole sphere (p(ω1) = 1/(4π )). The valueT (ω0,ω1, µk )
is estimated by path tracing. We use 50, 000 paths per cell.

Choosing cell dimensions. We found that setting the side lengths
of the cells as close as possible to the mean free path ℓ of a path
traced through the fabric yielded consistently good results, with
only a minor drop in visual quality with cells of size up to 2ℓ. The
supplementary material discusses how we estimate ℓ.

Extension to bottom and side fabric surfaces. To take into account
light scattered off the bottom fabric surface, we can simply sample
light directions from below the fabric as well when precomputing
the IIRTFs. To take into account the side faces, we must arrange
the flat fabric used for precomputation so that each block is on an
edge or a corner. This increases the space requirement by 8 times (4
possible corners and 4 edges). We ignore these cases in this paper
as discussed previously, however.

4.3 Function Expansions into the SH Basis
We must compute the convolution between the BCSDF, the light
source’s radiance distribution, and the IIRTF, the last of which is
expressed in the SH basis. This computation can be accelerated by
expanding the first two into the same basis.

BCSDF. This expansion is defined in the co-
ordinate system where the shading integral is
performed: the fiber-based coordinate system
used by Marschner et al. [2003]. The x-axis
must coincide with the fiber segment’s direc-
tion, but we are free to choose they-axis so that
the outgoing directionωo is in thexy-plane. Let
us call this coordinate system the ωo -space.

We precompute a table CS [θo , j] where:

CS [θo , j] =

∫
S2

Yj (ωi )S(ωi ,ωo ) cosθi dωi

where S is the BCSDF proposed by Khungurn et al. [2015]. We use
512 equally-spaced values of θo from [−π/2,π/2]. For each value of
θo , we compute the expansion up to the SH order of the IIRTF.

Spherical Gaussians. One of our goals is to render fabrics with
local multiple scattering under SG lights, so we also express SGs in
the SH basis. In particular, we precompute a table

CG [λ, j] =

∫
S2

G(ω; (0, 0, 1), λ)
M(λ)

Yj (ω) dω,

which stores the SH coefficients of normalized SGs with various
sharpness aligned with the z-axis. We store only the coefficients of
the zonal harmonics because all others are zero. The supplemen-
tary material discusses how we choose the λ values and how we
interpolate the entries.

4.4 Parameters
The parameters of our algorithm include the number of PCA com-
ponents used to compress the SSDFs, the number and sharpness of
SGs in the sum-of-SG visibility representation, the size of the fabric
grid cells, and the SH order of the IIRTF.
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There is another parameter, σglo, which is the standard deviation
of the 2DGaussian kernel used to approximate the effect of occlusion
on local multiple scattering. Its role is discussed in Section 5.3.

5 RENDERING ALGORITHM
We now describe how to use the precomputed data to render fabrics.
Suppose that the eye ray is along the direction −ωo . We first inter-
sect the ray with the fabric (Section 5.1), giving the hit point x . We
then compute the radiance leaving x in direction ωo , Lo (x ,ωo ) =
L

single
o (x ,ωo ) + L

multi
o (x ,ωo ), in separate processes for single (Sec-

tion 5.2) and multiple (Section 5.3) scattering.

5.1 Eye Ray–Fabric Intersection
On the CPU, primary visibility can be efficiently computed by trac-
ing rays through the shell map and intersecting fibers stored in a
spatial hierarchy. On the GPU, the more regular memory access
of volume ray casting makes it a better approach, so we rasterize
the fabric exemplar into a 3D volume. Each non-empty voxel stores
the ID of the fiber segment whose midpoint is nearest to its center.
The segment’s direction and the ID of its BCSDF are stored in a
separate texture indexed by segment ID. This volume is partitioned
into blocks, tiled, and shell mapped as described in Section 2.
To render a shell-mapped fabric volume, we rasterize the front

facing triangles of all tetrahedra in the shell. For each resulting
fragment, we transform the eye ray into the flat fabric’s space and
sample the volume at a fixed number of linearly spaced points along
the relevant ray segment to find the first non-empty voxel. (The
number of points used can be found in Table 1.) If no such voxel
is found, we discard the fragment. Otherwise, we save information
about the hit point, including its shell texture coordinate and the
fiber segment’s ID, to a G-buffer for deferred shading.

5.2 Single Scattering
Having identified the hit pointx on Fiberk , we are now ready to com-
pute the out-scattered light from the fabric. This section describes
its single scattering component. We first discuss the directional light
case and then continue with the SG light case.

5.2.1 Directional Light. Let ωd denote the direction toward the
light source, and let us say that the radiance along ωd is 1. The
outgoing radiance due to single scattering is given by

L
single
o (x ,ωo ) = V (x ,ωd )S(ωd ,ωo ) cosθd

where S is the BCSDF, and V is the visibility function. Evaluating
V by tracing shadow rays is expensive because each ray has to be
traced through many fibers. To avoid this, we split V into the local
visibility term, which deals with occlusion by nearby fiber microge-
ometry, and the global visibility term, which deals with occlusion by
macroscopic objects in the scene:V (x ,ωd ) = V

loc(x ,ωd )V
glo(x ,ωd ).

The local visibility term is approximated with the precomputed
SVF:V loc(x ,ωd ) ≈ Vk (ωd ). In this case, we use the sign of the SSDF
(Figure 4(c)) to determine visibility.

The global visibility term V glo(x ,ωd ) is approximated by tracing
a shadow ray in direction ωd , intersecting only against the fabric
shell and other macroscopic objects in the scene.

(a) (b)
Fig. 5. Effects of the choice of shadow ray origin. (a) uses the hit point x
(and skips the first intersection with the shell), and (b) uses the shell’s top
surface point that is directly above x .

The shadow ray starts at x , the point on the top surface of the
shell that is directly above the fiber hit point x . This choice en-
ables computing global visibility on the GPU using a shadow map.
It also prevents unintuitive hard shadows that are the result of
tracing rays from x itself (See Figure 5). Our GPU implementation
uses percentage-closer filtering (PCF) for shadow map anti-aliasing
[Reeves et al. 1987], but many other more sophisticated techniques
are available for this purpose.
On the CPU, x can be

computed by a shell map
lookup, which involves
traversing the bounding
volume hierarchy of the
shell tetrahedra to iden-
tify the tetrahedron that
contains the point with
the given shell texture co-
ordinate. On the GPU, we render a texture X [u,v] that maps the
2D shell texture coordinate (i.e. ignoring the depth component) to
the world position of the top surface of the shell map. Given a hit
point x , we can recover its shell texture coordinate (u,v,w) from
the G-buffer. We then look up X [u,v] to determine x .

Generalization to other types of light sources. On the CPU, the
single scattering computation can be easily extended to any type
of environment light source that can be efficiently sampled. We
first sample the incoming direction ωd and the radiance L(ωd )
along it. We then compute the single scattering response and scale
it by L(ωd )/p(ωd ) where p(ωd ) is the probability of sampling ωd .
The definition of visibility and incoming light may be changed to
accommodate point lights and, by extension, area light sources.

5.2.2 Spherical Gaussian Light. While random sampling can con-
vert any arbitrary environment light—including any SG light—into
a directional light, it does not work well on the GPU because of the
lack of native support for tracing arbitrary shadow rays. Moreover,
the approach will yield noisy renderings, particularly when the
support of the SG light is large. Our goal is to design a GPU-friendly
algorithm that shades micro-appearance models under SG lights
without noise. We achieve this by exploiting the structure of both
the precomputed visibility and the BCSDF.
Let the scene be illuminated by a single normalized SG light

G(ω; ξ , λ)/M(λ). The single scattering component is given by:∫
S2
V glo(ωi )V

loc(ωi )
G(ωi ; ξ , λ)

M(λ)
S(ωi ,ωo ) cosθi dωi . (1)
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Wewill first describe howwe approximate global visibility under SG
lights to simplify the problem. We will then discuss how to compute
single scattering while taking into account the complex occlusion
by nearby fibers.

Global visibility under SG lights. We recognize that accurate shad-
owing under area lights, including SG lights, is a challenging prob-
lem that currently has no solution without significant compromises.
Approaches based on SSDFs [Wang et al. 2009; Zhou et al. 2013]
require expensive precomputation of the SSDFs of macroscale ge-
ometry, making them impractical in rendering cloth animation. The
integral SG approach [Iwasaki et al. 2012] requires rasterizing thin
shell meshes at each fragment and so does not scale well in our
setting. As a result, we settle on plausible shadow computation
through percentage-closer soft shadow (PCSS) mapping [Fernando
2005], which scalably handles complex, changing geometry while
producing visually pleasing shadows. Recent techniques [Annen
et al. 2008; Shen et al. 2013; Yang et al. 2010] speed up PCSS by
enabling prefiltering. However, we only use the original PCSS in our
implementation. One drawback of PCSS is the need to determine
parameters such as the sizes and positions of the light sources. We
picked these parameters manually.
Specifically, we compute the global visibility term V glo(x) by

PCSS. The global visibility term is then used to scale the power
of the SG light down without changing the distribution. Namely,
Equation (1) becomes:

V glo(x)

M(λ)

∫
S2
V loc(x ,ωi )G(ωi ; ξ , λ)S(ωi ,ωo ) cosθi dωi .

Our problem thus reduces to the triple product integral between
the local visibility, an SG, and the BCSDF.
We first describe the solution to the above problem with an ap-

proximation to the integral when the SG light is unoccluded and
sharp (λ ≥ 100). We then discuss how to use our two SVF represen-
tations to incorporate local visibility into the integral.

Unoccluded, sharp SG lights. The BCSDF we use is a sum of two
terms: S(ωi ,ωo ) = SR (ωi ,ωo ) + STT (ωi ,ωo ), which represent light
that reflects off the fiber surface and that transmits through the
fiber, respectively [Khungurn et al. 2015]. In the summary, we show
that, when λ ≥ 100, we may approximate its convolution with the
(unnormalized) SG with:∫

S2
G(ωi ; ξ , λ)S(ωi ,ωo ) cosθi dωi

≈ aR
BR (θR , λ cosθ ′)

2

√
π

λR

[
erf(

√
λR (θi − θR ))

]π /2

−π /2
(2)

+ aTT
BTT (θTT , λ cosθ ′,ϕ ′)

2

√
π

λTT

[
erf(

√
λTT (θi − θTT ))

]π /2

−π /2

where (θ ′,ϕ ′) is the fiber-based spherical coordinate of ξ , λR =
β−2
R /2 + λ/2,

θR =
−β2

Rθo + λθ
′

β−2
R + λ

, aR = exp
(
−

β−2
R λ

β−2
R + λ

(θo + θ
′)2

2

)
,

and βR is the standard deviation of the Gaussians in the longitudinal
scattering functions of SR . Variables involving the TT terms are
defined similarly. The appendix contains the exact forms of the

BR and BTT functions, and the supplementary material contains
derivations. Let us denote the RHS of (2) with Γ(ξ , λ,ωo ).

Local visibility under soft SG lights. The approximation Γ only
works with unoccluded and sharp SG lights. To shade a soft SG light
occluded by nearby fiber segments, we use the fact that the product
of two SGs reduces to an SG, which implies that the sum-of-SGs
representation of the SVF can “break” the soft SG light into many
sharp ones:

V loc(x ,ωi )G(ωi ; ξ , λ) ≈ V
ssg
k (x ,ωi )G(ωi ; ξ , λ)

=

Q∑
q=1

wq

M(λsvf )
G(ωi ; ξk,q , λsvf )G(ωi ; ξ , λ)

=

Q∑
q=1

wq

M(λsvf )

G(ωi ; �ξ sum
k,q , ∥ξ

sum
k,q ∥)

exp(λsvf + λ − ∥ξ sum
k,q ∥)

where ξ sum
k,q = λsvfξk,q + λξ , and �ξ sum

k,q = ξ sum
k,q /∥ξ sum

k,q ∥. So,∫
S2
V loc
k (x ,ωi )G(ωi ; ξ , λ)S(ωi ,ωo ) cosθi dωi

≈

Q∑
q=1

wq

M(λsvf )

Γ(�ξ sum
k,q , ∥ξ

sum
k,q ∥,ωo )

exp(λsvf + λ − ∥ξ sum
k,q ∥)

.

A remarkable feature of the above expression is that, when Γ is
inaccurate—that is, when ∥ξ sum

k,q ∥ < 100—it is divided by exp(λsvf +

λ − ∥ξ sum
k,q ∥), which is large given than λsvf is suitably large. With

our choice of λsvf = 128, we have that

λsvf + λ − ∥ξ sum
k,q ∥ > 128 + λ − 100 ≥ 28.

So, the erroneous approximation is scaled down by a factor of at
least e−28 ≈ 7 × 10−13, meaning that we aggressively suppress
cases where Γ does not work well. In general, the sharpness λsvf
should become larger if more SGs are used in the sum so as to avoid
over-blurring the visibility function.
A problem with the sum-of-SGs visibility representation is that

it can produce renderings that are too bright when the SG light is
sharp, especially in shadowed areas. The reason is that the repre-
sentation is inherently soft: the Gaussians in the representation are
continuous functions. As such, they yield positive function values
at directions that are supposed to be occluded in the ground truth
visibility function. Figure 6 illustrates this problem.

Local visibility under sharp SG lights. To combat the above prob-
lem, we gradually fall back to using the SSDFs to represent local
visibility as λ increases from 100. Since the SG is sharp, we factor
out the visibility term into a new one and approximate the double
product integral with Γ as:∫

S2
V loc(x ,ωi )G(ωi ; ξ , λ)S(ωi ,ωo ) cosθi dωi

≈ Ṽ loc(x , ξ )

∫
S2

G(ωi ; ξ , λ)S(ωi ,ωo ) cosθi dωi

≈ Ṽ loc(x , ξ )Γ(ξ , λ,ωo ).

The new visibility term Ṽ loc(x , ξ ) is similar to the SSDF calculation
for the directional case, but with an error function serving as a
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λ (a) (b) (c)

10

400

Fig. 6. Problematic regions of various single scattering approximations. All
images only contain single scattering and do not take into account global
visibility. Column (a) contains reference renderings produced by Monte
Carlo integration. Column (b) uses the sum-of-SGs visibility representation.
Column (c) uses the error-function-based visibility term coupled with the
sharp SG light approximation, both discussed in Section 5.2.2.

smoothed step function:

Ṽ loc(x , ξ ) =
1
2

[
erf

(√
λ

2
dk (ξ )

)
+ 1

]
where dk is the SSDF of the fiber segment. The standard deviation
of the error function is

√
2/λ, motivated by the convolution of a

sharp SG with a straight edge visibility function. We note that the
aforementioned term is different from the one used by Wang et al.
[2009], which is also a sigmoid-like function of dk (ξ ) but has a more
complicated form. Our term is simpler and already achieves good
results when λ > 100.
To make the transition between the sum-of-SGs and the SSDF

smooth, we linearly interpolate the single scattering results of the
two schemes when λ ∈ [100, 200], using λ itself as the interpolation
parameter.
According to the measurements available in the supplementary

material, using the SSDF with the error-function-based visibility
term can make the algorithm 1% to 3% slower than the directional
light case on the GPU. However, using the sum-of-SGs visibility can
make it up to 13% slower. As such, when interpolating between the
two schemes, the extra cost is dominated by the sum-of-SGs. The
worst slowdown we observed is 16%.

5.3 Multiple Scattering
While single scattering accounts for non-smooth variation in fabric
appearance, most of the fabric color comes from multiple scattering.
We approximate multiple scattering as a product between (1) the
multiple scattering response L̃multi

o (x ,ωo ) of the fabric to unoccluded
illumination from the light source and (2) a visibility factor V̄ glo(x);
i.e. Lmulti

o (x ,ωo ) = L̃multi
o (x ,ωo )V̄

glo(x). The former relies on the
precomputed IIRTF, and the latter employs Gaussian filtering of the
global visibility discussed in the last section. We will now discuss
the terms in order.

5.3.1 Multiple Scattering Response to Unoccluded Light.

Directional light. Recall that we assume a directional light that
emits unit radiance in direction −ωd . If the light is not occluded
in the neighborhood of x , then it induces the incoming radiance
field T (ωd ,ωi ,x) around x , and the outgoing light due to multiple
scattering is:

L̃multi
o (x ,ωo ) =

∫
S2
T (ωd ,ωi ,x)S(ωi ,ωo ) cosθi dωi .

After identifying the cell C containing the midpoint of the fiber
segment on which x lies, we approximateT (·, ·,x) using the precom-
puted IIRTF matrix AC . The convolution above can be computed as
a dot product of SH coefficients. Evaluating the IIRTF involves pro-
jecting the directional light into SH basis by evaluating the vector
cd = (Y0(ωd ),Y1(ωd ), . . . ) and then multiplying it with the IIRTF
matrix to obtain the vector cT = ACcd . Using the precomputed table
of BCSDF expansion, we have S(ωi ,ωo ) cosθi ≈

∑
j CS [θo , j]Y (ωi ).

Let cS = (CS [θo , 0],CS [θo , 1], . . . ). Conceptually, L̃multi
o (x ,ωo ) is

the dot product between cS and cT .
However, we cannot compute the dot product directly because

the BCSDF’s expansion is defined in the ωo -space, but the IIRTF’s
expansion and thus cT are defined in the fabric’s object space. To
solve this problem, we transform cT into the ωo -space. Let Rωo be
the rotation matrix that transforms spherical harmonics expansion
from the fabric’s object space to the ωo -space. Then, we have that
L̃multi
o (x ,ωo ) = cS · (RωocT ). We compute the matrix using the

technique described by Pinchon and Hoggan [2007].

Spherical Gaussian light. The computation is essentially unchanged.
To compute the fabric’s response to the SG lightG(ωi ; ξ , λ), we look
up the precomputed SG expansion table to get the vector cG =
(CG [λ, 0],CG [λ, 1], · · · ), which represents the expansion of the SG
with axis (0, 0, 1) and sharpness λ. We then rotate the coefficient vec-
tor by a rotation Rξ to align the axis with ξ . The rest of the process
then applies. We multiply the rotated coefficient with the IIRTF ma-
trix, rotate the result to theωo -space, and dot the rotated result with
the SH expansion of the BCSDF: L̃multi

o (x ,ωo ) = cS · (RωoACRξ cG ).

5.3.2 Visibility for Multiple Scattering. We now estimate the
effect of occlusion on multiple scattering. Since the IIRTF, by defini-
tion, has taken into account occlusion by local geometry, we only
need to deal with occlusion by macroscopic geometry. We observe
that, around shadowed areas on a piece of cloth, the shadow is
not sharp due to light that propagates through the fabric volume
into the occluded area; i.e., cloth exhibits subsurface-scattering-like
behavior. We approximate this effect by multiplying the response-
to-unoccluded-light term with a kernel-smoothed global visibility
over the area near the shaded point x :

V̄ glo(x ,ωd ) =

∫
A K(x ,x ′)V glo(x ′,ωd ) dx ′∫

A K(x ,x ′) dx ′

where A is the area of the (flat, before shell mapping) fabric surface,
and K is the kernel function that depends only on the distance
between x and x ′ in the fabric’s plane. The global visibility term
V glo is computed by ray tracing or standard shadow mapping in the
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(a) (b) (c)
Fig. 7. The effect of the multiple scattering visibility term V̄ glo. We show
renderings by (a) path tracing, (b) using the (hard) global visibility term
V glo to scale down the multiple scattering response, and (c) using the (soft)
global visibility term V̄ glo for the same purpose. Exposure of 4 is used to
highlight the difference between shadowed and unshadowed areas. Notice
that the shadowed regions in (b) have sharp edges, while those in (a) and
(c) have softer edges.

directional light case and by PCSS in the SG light case. The effects
of the visibility term can be seen in Figure 7.
We choose K to be a 2D Gaussian kernel (with standard devi-

ation σglo) because it enables efficient implementations. How we
implement filtering depends on the target hardware.
On the CPU, we sample x ′ according to the 2D Gaussian distri-

bution in the flat fabric’s space and use the global visibility term
V glo(x ′,ωd ) as the unbiased estimate of V̄ glo(x ,ωo ).

On theGPU,we compute the visibility textureV [u,v] := V glo(X[u,v])
by looking up the shadow map at each position stored in the top
surface position texture previously discussed in Section 5.2.1. We
can then filter V by a 2D Gaussian kernel corresponding to K to
obtain the average visibility texture V̄ , which can be done efficiently
because the Gaussian kernel is separable. The global visibility term
V̄ glo(x) is simply a lookup into V̄ using the shell texture coordinate
of x . (However, our implementation actually performs Monte Carlo
integration with 40 samples per fragment with the help of a random
number texture.)

6 RESULTS
We implemented two versions of our algorithm according to the
hardware they run on. The CPU version employs Monte Carlo
sampling of the light source discussed at the end of Section 5.2.1 and
does not use approximation specific to SG lights in Section 5.2.2. The
GPU version employs all GPU-specific computation and the entirety
of Section 5.2.2. The algorithms were implemented in Java and the
OpenGL Shading Language (GLSL). We performed experiments on
8 fabrics, which are derived from micro CT scans except for the shot
silks, which are procedural fiber models. Their details are given in
Table 1.

We will first describe the effects of the two parameters that are
the most important to the appearance of the rendered fabrics: the
dimensions of the IIRTF cells and the SH order used in the IIRTF.
After fixing these parameters, we compare our algorithm against
other algorithms. We then show that our algorithm can be used
to effectively render a simple form of patterned cloth. Lastly, we
discuss its limitations.

ℓ̃ = 0.5ℓ ℓ̃ = ℓ ℓ̃ = 1.5ℓ ℓ̃ = 2.0ℓ ℓ̃ very large

Fig. 8. The effects of the dimensions of IIRTF cells on renderings of the Silk
(top) and the 2/3 Satin fabrics (bottom).

L = 0 L = 1 L = 2 L = 3 L = 4 L = 5

Fig. 9. Effects of the IIRTF’s SH order, denoted by L, on renderings of the
4/1 Satin (top) and Shot Silk A (bottom) fabrics.

6.1 Effects of IIRTF Parameters
Cell dimensions. As discussed in Section 4.2, we subdivide an

exemplar block into cells whose side lengths are as close as possible
to a number which we now call the target cell length ℓ̃. We consider
a sequence of 5 target cell length values for each fabric. The first
four are 0.5ℓ, ℓ, 1.5ℓ, and 2ℓ, where ℓ is the mean free path. We
picked the fifth so that the numbers of cells in all dimensions are
close to 1 in order to see effects of very coarse subdivisions. We
then generated 5 IIRTF data according to the sequence and used
them to render a draped piece of fabric with the CPU version of our
algorithm. The SH order used was 5 in all renderings, which is the
maximum SH order that we use in this paper. The renderings of the
Silk and the 2/3 Satin fabrics are shown in Figure 8. The complete
set of results are given in the supplementary material.

We observed that, in all fabrics, there are virtually no differences
between the renderings of the target cell lengths of 0.5ℓ and ℓ,
showing that the mean free path provides a good starting point for
finding the right target cell length. The renderings generally become
darker as cell dimensions become larger. This is because the IIRTFs
of fiber segments deeper below the fabric surface are averaged with
those near the top. Larger cell sizes also yield blockier, less smooth
renderings in fabrics with multiple yarn colors.
For each fabric, we choose the coarsest subdivision that yields

smooth renderings that are similar in color to the renderings of the
finest subdivisions. The choices we made are listed in Table 1.

ACM Transactions on Graphics, Vol. 36, No. 6, Article 232. Publication date: November 2017.



232:10 • Pramook Khungurn, Rundong Wu, James Noeckel, Steve Marschner, and Kavita Bala

Table 1. The fabric models. More details, including the BCSDF parameters, can be found in the supplementary material.

Fleece Gabardine Silk 4/1 Satin 2/3 Satin 1/4 Satin Shot Silk
A

Shot Silk
B

Swatch

Tiled

#Fibers 31,091 8,377 7,681 21,953 16,357 18,507 2,005 2,005
#Segments 580,660 120,121 112,294 318,882 244,420 290,149 75,550 56,518
Fiber radius 0.00087 cm 0.00161 cm 0.00047 cm 0.00150 cm 0.00150 cm 0.00150 cm 0.00010 cm 0.00010 cm
Mean free path ℓ 0.03550 cm 0.00668 cm 0.00250 cm 0.01257 cm 0.01438 cm 0.01693 cm 0.00135 cm 0.00119 cm
Target cell length ℓ̃ ℓ 2.0ℓ 2.0ℓ 2.0ℓ 1.5ℓ 1.5ℓ 2.0ℓ 2.0ℓ
SH Order used 4 4 5 4 4 5 5 5
IIRTF file size 7.87 MB 11.38 MB 9.01 MB 11.44 MB 10.52 MB 21.05 MB 25.97 MB 29.96 MB
IIRTF time∗ 5.67 m 5.25 m 2.19 m 8.44 m 5.03 m 5.57 m 9.75 m 9.43 m
SSDF file size 218.71 MB 50.05 MB 47.19 MB 122.84 MB 95.57 MB 112.32 MB 33.73 MB 26.76 MB
Sum-of-SGs file size 54.27 MB 11.23 MB 10.50 MB 29.80 MB 22.84 MB 27.12 MB 7.06 MB 5.28 MB
Visibility time∗ 79.79 m 15.51 m 15.07 m 41.33 m 31.25 m 37.90 m 7.98 m 7.18 m
#Samples/tetrahedron 32 32 32 32 32 32 64 64

∗Precomputations were performed on a cluster of 5 machines having 192 cores.

SH order. We used the CPU version of our algorithm to render all
the fabrics, varying the SH order of the IIRTF from 0 to 5. We show
renderings of the 4/1 Satin and Shot Silk A fabrics in Figure 9. The
complete set of results can be found in the supplementary material.

In general, as we increase the SH order, we see more “directional-
ity.” That is, the highlights become more defined and sharper, and
shadows also become darker. Color changes start to stabilize after
SH of order 3.
The fabrics can be divided into two groups based on their re-

sponses to the SH order. In the Fleece, Gabardine, 4/1 Satin, and
2/3 Satin fabrics, we observe smaller changes between consecutive
pairs of SH orders as we move through higher SH orders. In this
group, differences between renderings of SH order 4 and 5 are minor
and limited to highlight structures. In the 1/4 Satin, the Silk, and
the Shot Silk fabrics, however, significant changes can be observed
between SH order 4 and 5. For this reason, we choose to use SH
order 4 for the first group, and SH order 5 for the second group.

6.2 Comparison with Other PRT Schemes
We compare our algorithm against Tsai and Shih’s scheme [2006]
and the original PRT work of Sloan et al. [2002], which is represen-
tative of standard PRT schemes in which single scattering is not
separated from multiple scattering.

Tsai and Shih. The PRT scheme proposed by Tsai and Shih can
only approximate single scattering. It discretizes the BCSDF into a
matrix and approximates the matrix with a low rank approximation
obtained by the singular value decomposition (SVD). The rank R of
this approximation is an important parameter of the scheme, and the

Ours Tsai–Shih Tsai–Shih
Ground truth (CPU ver.) (rank 16) (rank 1024)

Fig. 10. Outgoing single scattered radiance from a Fleece fiber segment
(top) and a Silk fiber segment (bottom) along two fixed directions (one for
each type of fabric) when illuminated by an SG light (λ = 50) whose axis
varies over the whole sphere of directions. The exposure was set to 8 to
make the dim single scattering response bright enough to be seen clearly.

details of our implementation can be found in the supplementary
material. The paper recommends using R = 16.

We rendered images that represent the response of a fiber segment
in a flat piece of fabric to a single SG light. The viewing direction
ωo is fixed, but the axis of the SG light ξ is allowed to vary over the
sphere of directions, which is flattened with Mercator projection.
A pixel’s value is equal to the triple product integral (1) where ξ is
the direction that corresponds to the pixel. We show the images for
a Fleece fiber segment and a Silk fiber segment in Figure 10. The
ground truth images were computed with Monte Carlo integration
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Path tracing Ours (CPU ver.) Standard PRT

Fig. 11. Outgoing radiance from a Felt fiber segment (top) and a Silk fiber
segment (bottom) along two fixed directions (one for each type of fabric)
when illuminated by an SG light (λ = 400) whose axis varies over the whole
sphere of directions.

using 1024 samples per pixel. We show images where the SG light’s
sharpness is 50, which is in the sharpness range where our algorithm
uses the sum-of-SGs visibility.
Images rendered by our algorithm and the Tsai–Shih scheme

with full rank are similar to the ground truth images, with the Tsai–
Shih results being more accurate than ours because it uses more
SGs than our algorithm does. However, when only the first 16 SVD
terms are used, the Tsai–Shih scheme produced images that are
practically black. The reason that low rank approximation does
not work well in these matrices might be because the BCSDF is
highly specular: most of its energy is concentrated in a narrow band
around a diagonal, making it hard to approximate well with a sum of
a few rank 1 matrices. (See the supplementary material for a visual
demonstration.) As a result, we conclude that the Tsai–Shih scheme
does not work well with the BCSDF used in this paper.

Standard PRT. Wemodified the algorithm for computing the IIRTF
in Section 4.2 so that (1) it also includes direct illumination from the
directional light source, and (2) it computes a transfer function per
each fiber segment instead of per each cell. The transfer function
computed in this way is equivalent to the transfer matrix in the
work of Sloan et al. [2002], allowing us to compare against the
standard PRT approach. In Figure 11, we show images of outgoing
radiance from a single fiber segment similar to those in Figure 10.
Moreover, in Figure 12, we show renderings of the Silk and Shot Silk
A fabrics produced by path tracing, our algorithm, and the standard
PRT approach. In both figures, the fabrics are illuminated by single
high-frequency light sources. Due to the low SH order, the standard
PRT approach is unable to reproduce specular reflection (i.e., sharp
highlights in the Silk fabric) and also introduces visible ringing
artifacts (i.e., wrong colors in some areas of the Shot Silk A fabric).
Our algorithm, on the other hand, is able to faithfully reproduce
sharp specular highlights and approximate the multiple scattering
component with much fewer ringing artifacts.

Path tracing Ours (CPU ver.) Standard PRT

Fig. 12. Renderings of the Silk (top) and Shot Silk A (bottom) fabrics pro-
duced by path tracing, the CPU version of our algorithm, and the standard
PRT approach.

6.3 Comparison with Other Fiber Assembly Rendering
Algorithms

Quantitative match in flat configurations. We compare between
dual scattering1 and the two versions of our algorithm. We rendered
flat pieces of the 8 fabrics under 492 scene configurations used to
validate fitted models in [Khungurn et al. 2015]. We rendered each
configuration as a 64×64 images with 128 samples per pixel. For the
GPU version of our algorithm, we also vary the number of volume
samples per shell tetrahedron (32, 64, and 128).
For each image rendered, we computed the average intensity,

resulting in 3× 492 = 1,476 values per algorithm and per fabric. The
root mean squared errors (RMSE) of these values when compared to
those produced by path tracing are graphed in Figure 13. The data
show that, if the GPU version uses enough volume samples, both
versions of our algorithm are more accurate than dual scattering.
The result can be attributed to the assumptions that dual scattering
(which was designed for rendering hair) makes—for example, that
all fibers have the same BCSDF and nearby fibers are parallel to
one another—which are violated in fabrics. The CPU version of our
algorithm is generally more accurate than the GPU one because of
its accurate ray intersection. As we increase the number of volume
samples per tetrahedron, the GPU version becomes more accurate,
except when rendering the Silk fabric, which might be because the
rasterized Silk volume is the coarsest among all the volumes.

Renderings. We rendered the 8 fabrics in a draped configuration
under 5 different lightings. To prevent algorithms from picking up
illumination from underneath the fabric, we put a black mesh of
the same shape as the shell underneath the fabrics. The images are
rendered with 256 samples per pixel at resolution 1024 × 1024. We
compare between four algorithms: path tracing, dual scattering, and
both versions of our algorithm. Some of the renderings are available
in Figure 16.

Our algorithm generally produced images whose colors are simi-
lar to path tracing references, while dual scattering yielded images
that are generally darker. (For the Shot Silk fabrics, however, it

1See the details of our implementation of dual scattering in the supplementary material.
We use the value 1.0 for all scattering density factors, but it still produced images that
are not as bright as the path tracing references for most of the fabrics.
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Fig. 13. RMSEs when compared to path tracing references of the average
intensities of the 492 images rendered by dual scattering (DS), the CPU
version of our algorithm (OC), and three runs of GPU version (OG) using 32,
64, and 128 volume samples per tetrahedron. The supplementary material
contains numerical values of the RMSEs.

overly amplified the green color. The renderings of our GPU algo-
rithm under the SG light with λ = 10 are darker than those of other
algorithms because PCSS overestimates shadows when the light
source is large. Our algorithm also produced noticeable changes in
highlights in all fabrics, especially in the Fleece and the Shot Silks.
Subtleties in the shadows yarns cast on one another are missed in
the Satin fabrics. and these deviations might be caused by low order
spherical harmonics’ inability to capture all the features of the in-
coming radiance field in the fabric volumes. We emphasize, though,
that our renderings look plausible and have similar colors to the
ground truth. Moreover, our GPU algorithm produced essentially
noise-less images as it does not rely heavily on stochastic sampling.
We ran the first three algorithms on a cluster of 5 machines

equipped with a total of 192 cores. Our GPU algorithm was run on
an Nvidia GeForce GTX 980 graphics card. In Table 2, we report
the wall clock time measured on the PC that control both the clus-
ter and the GPU. The table clearly shows that our GPU algorithm
could render in tens of seconds the images a compute cluster needs
several minutes to render, all with a single commodity GPU. The
supplementary material details our hardware settings and what the
wall clock time includes.

Our CPU algorithm is the fastest among all the CPU-based algo-
rithms, but its speedup over path tracing depends on the rendered
fabrics. Path tracing is efficient in fabrics that result in low average
path length. For example, the Silk has a strong reflective component,
so light tends to reflects off it rather than going inside. Moreover,
the 2/3 Satin has a black yarn, so Russian roulette tends to termi-
nate paths early. Even in these cases, our CPU algorithm achieves
a speedup of 2. For the other fabrics, light tends to remain in the
fabric volume due to the fibers’ strong transmission, so multiple
scattering is more visually important for these fabrics. When ren-
dering them, our algorithm achieves significant speedups. As we did
not implement modular flux transfer (MFT), we could not compare
to it directly. Instead, we compare against conservative estimates of
MFT’s running time, computed as described in Table 2. In the fabrics
that are difficult for path tracing, our running times are 2 to 4 times
better than MFT’s estimates. We also include running times of dual
scattering for completeness. However, as we did not implement the

DS PT OC OG

10.20 m 25.37 m 3.09 m 32.50 s

DS PT OC OG

11.05 m 18.53 m 3.04 m 32.62 s

Fig. 14. Renderings of patterned damask fabrics constructed from the 4/1
Satin and 1/4 Satin exemplars created by dual scattering (DS), path trac-
ing (PT), and the CPU and GPU version of our algorithm (OC and OG,
respectively). The scenes are illuminated by an SG light with λ = 150. The
supplementary material contains a more complete set of renderings and
timing information.

GPU version of dual scattering, they do not represent how efficient
the algorithm can be.

6.4 Patterned Cloth
We now show that our approach can be used to render patterned
cloth. Our method assumes that light transport in the cloth being
rendered is the same as in the exemplar, which is strictly true only for
cloth with a regular weave pattern. However, most patterned cloth
is built up from a few regular weave patterns, and our algorithm
can be used with minimal modifications for this type of pattern.
For cloth that uses k different patterns, we require an exemplar
for each of the patterns and an integer-valued image indicating
which pattern is used in each block of the material. To render such
a patterned cloth, we only need to determine, for each hit point, the
exemplar associated with it, and use the appropriate precomputed
data to shade the point.

We show renderings of patterned cloth in Figure 14. Because the
precomputed data for each exemplar was created without knowl-
edge of the other, they do not take into account the changes in
multiple scattering and shadowing that occur at the borders be-
tween the two exemplars. However, our renderings already show
colors that are comparable to the path tracing references.

6.5 Limitations
The memory usage and speed of our algorithm depend strongly on
the size of the data used. In particular, the GPU implementation
does not perform well when rendering dense fabrics: those whose
mean free path is small relative to the exemplar’s size. A short
mean free path leads to large IIRTF data, which can thrash the GPU
memory bandwidth or might not fit in GPU memory altogether. We
note that this is a problem faced by any algorithm that performs
volumetric precomputation on a uniform grid: dense material means
appearance changes fast spatially, so such an algorithm needs a fine
grid to be accurate.
Our algorithm yields blocky artifacts at zoom levels where fiber

segments occupy multiple pixels because all fragments from the
same segment use the same SVF and IIRTF. However, these artifacts
are at the level of fiber segments, so they are not visible as long as the

ACM Transactions on Graphics, Vol. 36, No. 6, Article 232. Publication date: November 2017.
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(a) (b)
Fig. 15. The Shot Silk B fabric at two magnifications. (a) In a microscope
view, which is beyond our intended range of application, it is plain to see
that on each segment, all pixels in the same block have the same color. (b)
However, at a magnification closer to what can be seen by the naked eye,
the blockiness is invisible. The supplementary contains an animated version
of (b), showing that the artifacts do not cause temporal flickering.

zoom level is not that of a microscope (see Figure 15). Moreover, they
do not cause any flickering on animated fabrics (see supplementary
videos).

7 CONCLUSION
We have described a GPU-friendly algorithm for approximate ren-
dering of micro-appearance models of fabrics. It allows a commodity
GPU to render, in tens of seconds, high-quality images with mul-
tiple scattering that a sizable CPU cluster needs to spend several
minutes on. The efficiency gain is possible through decomposing
the radiance computation into appropriate parts and using special-
ized precomputation for each. We employ the IIRTF to compute
indirect illumination in a single step. We also present a scheme for
approximating direct illumination from cloth fibers that can exploit
both the structure of the fiber’s scattering function and the spherical
Gaussian light source, while accurately taking into account complex
occlusion by nearby fibers. Our main contribution lies in identifying
these representations.

Future directions. Our algorithm requires regular weave patterns
or a limited form of patterned cloth created from them. A precom-
putation scheme that allows multiple scattering to be approximated
in fabrics with arbitrary, complex weave patterns would expand
its applicability. An efficient compression scheme for precomputed
data is necessary to enable multiple fabrics to be rendered all at
once. It is also interesting to see whether the sum-of-SGs visibility
representation can be applied in other rendering contexts. Lastly,
our algorithm’s performance is limited by the need of high sample
counts per pixel to avoid aliasing when the fabric is viewed from far
away. A level-of-detail algorithms that account for internal multiple
scattering is thus of great interest.
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A EXACT FORMS OF BR AND BTT FUNCTIONS
In Section 5.2.2, the convolution between a sharp SG light and the
BCSDF is written in terms of two functions, BR and BTT . The exact

forms of the two functions contain the following parameters of the
BCSDF proposed by Khungurn et al. [2015]:

• CR : the color of the R mode,
• βR : the longitudianal lobe width of the R mode,
• CTT : the color of the TT mode,
• βTT : the longitudinal lobe width of the TT mode, and
• γTT : the azimuthal lobe width of the TT mode.

With the parameters defined, BR and BTT are given below:

BR (θi , λ) =
FR (θi ) cos2 θi

√
2πβRG (−θi ; β−2

R /2)
I0(λ cosθi )
eλ cos θi

BTT (θi , λ,ϕ) =
(1 − FR (θi ))CTT cos2 θi

√
2πβTT G (−θi ; β−2

TT /2)Io (γ−2
TT )

I0(λm (θi , λ,ϕ))

eλ cos θi

where

FR (θi ) = CR − (1 −CR )(1 − cosθi )5

G (µ; λ) =
√

λ

π

∫ π /2

−π /2
д(θ ; µ, λ) cos2 θ dθ

λm (θi , λ,ϕ) =
√
γ−4
TT + λ

2 cos2 θi − 2γ−2
TT λ cosθi cosϕ

and I0 is 0th modified Bessel function of the first kind. In our imple-
mentation, G (−θi ; β−2

R /2) and G (−θi ; β−2
TT /2) are tabulated while

other terms are computed on the fly. The supplementary material
contains the derivation of BR and BTT .
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DS PT OC OG

7.08 m 8.29 m 2.70 m 18.86 s

DS PT OC OG

7.99 m 8.58 m 2.66 m 18.41 s

Fig. 16. From top to bottom, renderings of the Fleece, Silk, and 2/3 Satin fabrics under 4 lighting configurations. We compare results by dual scattering (DS),
path tracing (PT), and the CPU and GPU versions of our algorithms (OC and OG, respectively). The times on top of the renderings are the wall clock times
used to render the full images. The supplementary material contains the complete set of results.
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Table 2. The wall clock time used to render the draped fabrics under an SG light with λ = 150.

Fleece Gabardine Silk 4/1 Satin
Time Speedup Time Speedup Time Speedup Time Speedup

PT 24.59 m 1.00x 16.21 m 1.00x 5.60 m 1.00x 25.74 m 1.00x
DS 10.30 m 2.39x 6.88 m 2.36x 4.39 m 1.28x 9.94 m 2.59x

MFT∗ 11.88 m 2.07x 7.70 m 2.10x 5.09 m 1.10x 9.72 m 2.65x
Ours (CPU) 2.74 m 8.99x 2.54 m 6.38x 2.64 m 2.12x 2.72 m 9.46x

2/3 Satin 1/4 Satin Shot Silk A Shot Silk B
Time Speedup Time Speedup Time Speedup Time Speedup

PT 8.29 m 1.00x 19.48 m 1.00x 11.11 m 1.00x 8.17 m 1.00x
DS 7.08 m 1.17x 10.46 m 1.86x 8.11 m 1.37x 6.32 m 1.29x

MFT∗ 6.12 m 1.35x 9.47 m 2.06x 6.33 m 1.75x 6.16 m 1.33x
Ours (CPU) 2.70 m 3.07x 2.81 m 6.93x 2.67 m 4.16x 2.71 m 3.02x

Fleece Gabardine Silk 4/1 Satin 2/3 Satin 1/4 Satin Shot Silk A Shot Silk B
Ours (GPU) time 25.57 s 13.98 s 14.99 s 18.86 s 18.86 s 22.47 s 29.26 s 25.52 s

� Smaller values are better � Larger values are better
In addition to path tracing (PT), dual scattering (DS), the CPU version of our algorithm, and the GPU version, we also provide a conservative estimate of the
time used by MFT. (*MFT’s running time is estimated by running path tracing up to 6 accurate scattering events. We do not estimate the time MFT needs
for photon tracing and stochastic matrix inversion and simply set it to 0.) The CPU-based algorithms ran on a 192-core cluster while the GPU version of our
algorithm ran on a single GPU. We separate out the timings of the GPU algorithm since it uses different hardware from the rest. Note that rendering is very
fast, taking from 14 seconds to 30 seconds on a single GPU compared to minutes on 192 CPU cores.
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