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Abstract. In online language education, it is challenging to recommend learning materials that match the student’s knowledge since we typically lack information about the difficulty of materials and the abilities of each student. We propose a refined hierarchical structure to model vocabulary knowledge in a corpus and introduce an adaptive algorithm to recommend reading texts for online language learners. We evaluated our approach with a Japanese learning tool, finding that adding adaptivity into material recommendation significantly increased engagement.

1 Introduction

Engaging students with personalized content in online language learning presents two key challenges. First, we must prepare a corpus of learning materials that are organized by difficulty. Although we would like to utilize materials collected from the Internet, it is prohibitively expensive to ask experts to measure the difficulty of those materials. Second, we must assess each student’s competency level and recommend content that is appropriate for that student. Most existing content recommender systems for language learning are designed for formal learning scenarios and make recommendations based on standardized pre-assessment results. However, these systems may not scale easily to informal learning scenarios such as online learning, where we usually do not have accurate and standardized information of a student’s prior knowledge.

Existing assessment and recommendation systems \([1, 3, 5]\) generally use unidimensional measurements for student ability and content difficulty, which is incomprehensive \([2]\). Ideally, a unified system could multidimensionally evaluate a student’s ability and the relative difficulty of learning materials in order to prepare future lessons for that student, without requiring prior information from the student or significant expert labor. Moreover, previous work on multidimensional knowledge structuring for grammar knowledge uses strict constraints to specify the relative difficulty between two texts \([8]\). However, this does not scale to teaching vocabulary with a large online corpus since these strict constraints yield too few edges in the structure. To this end, we propose the fuzzy partial ordering graph, a refined hierarchical knowledge structure with relaxed constraints, which significantly increases the density of the knowledge structure.
We also present a material recommender system for online language learning that incorporates adaptive knowledge assessment. It collects authentic and up-to-date learning materials from the Internet and organizes them with a fuzzy partial ordering graph. It also uses a probabilistic function to balance assessment and recommendation throughout the learning process in order to improve student engagement. We evaluated our approach through JRec, an online Japanese language learning tool that recommends appropriate reading texts from the Internet based on the student’s prior knowledge. Our user study demonstrates that our adaptive recommendation system led users to read 62.5% more texts than a non-adaptive recommendation version. This suggests that our multidimensional assessment can improve engagement in material recommendation.

2 Approach

Fuzzy Partial Ordering Graphs In order to multidimensionally assess a student’s knowledge and make recommendation accordingly, we need to measure the difficulty of each learning material and organize the corpus into a hierarchical structure. In our model, a reading text $t_1$ is considered fuzzily harder than another text $t_2$ if $t_1$ covers a majority of vocabulary words in $t_2$. This also implies that students who understand $t_1$ will also be able to understand $t_2$. Based on this fuzzy partial ordering, we model the vocabulary knowledge within a corpus of texts using a fuzzy partial ordering graph, in which each node denotes a text, and a directed edge from $t_1$ to $t_2$ indicates $t_1$ is fuzzily harder than $t_2$.

This model improves our previous work in hierarchical knowledge structures [8] by increasing the number of partial ordering edges within the structure (the density). This previous work was based on a strict partial ordering, meaning that there is an edge from $t_1$ to $t_2$ only if $t_1$ covers all knowledge in $t_2$. This strict partial ordering works well for grammar learning but may not scale well to vocabulary, since it is not common in an authentic corpus that a text covers all vocabulary knowledge of another text. Consequently, the strict partial ordering yields a vocabulary-based knowledge structure that is too sparse. The fuzzy partial ordering, however, addresses this issue by increasing the number of edges in the vocabulary-based knowledge structure to make it dense enough for assessment and recommendation.

To avoid unacceptable loss of confidence in our fuzzy partial orderings, we conducted a series of case studies in our corpus of 4,269 Japanese texts. We selected the fuzzy parameter $\alpha = 0.8$, meaning that $t_1$ is fuzzily harder than $t_2$ if $t_1$ covers at least 80% of the vocabulary words in $t_2$. The fuzzy partial ordering graph with $\alpha = 0.8$ has 71% more edges than the strict version.

Adaptive Learning Material Recommendation Based on the fuzzy partial ordering graph, we seek to build a recommender system that carefully balances the trade-off between assessment and recommendation: in order for recommendations to be appropriate, the system needs to accurately assess each student;
however, excessive assessment can potentially harm engagement because students might need to respond to too many problems that are far outside of their comfort zone. Our heuristics for assessment and recommendation are:

The Assessment Heuristic: Select the problem that maximizes the expected amount of information gained on the student’s prior knowledge. Formally, the assessment heuristic selects the problem $s^*$ such that:

$$s^* = \arg \max_s \left[ p_s n_s^+ + (1 - p_s) n_s^- \right]$$ (1)

where $p_s$ indicates the probability that the student can solve $s$. If the student can solve $s$, $n_s^+$ represents how many problems we know that he/she can solve. Otherwise, if the student cannot solve $s$, $n_s^-$ represents how many problems we know that he/she cannot solve. Both $n_s^+$ and $n_s^-$ include $s$ itself and exclude the problems we already know the student can/cannot solve before presenting $s$. The probability $p_s$ can be estimated:

$$p_s = \frac{N^+}{N^+ + N^-},$$

where $N^+$ and $N^-$ denote the number of presented problems that the student can/cannot solve.

The Recommendation Heuristic: Select the problem that is directly harder than some problem that the student can solve. This heuristic is based on Vygotsky’s Zone of Proximal Development (ZPD) theory [7].

Since we believe that students are more engaged while solving a problem relevant to their experience, if there are multiple problems satisfying this requirement, pick the one that is most relevant to the student prior knowledge. Practically, the relevance is measured as the number of edges from that problem’s node to any solvable problem’s node in the fuzzy partial ordering graph.

Balancing Assessment and Recommendation: Our system uses a probabilistic function to balance the assessment and recommendation heuristics. To select the next problem, our system chooses the assessment heuristic with probability $p = \#Prob/M$ and chooses the recommendation heuristic with probability $1 - p$. Here $\#Prob$ represents the number of the problems that the student has experienced, regardless of whether he/she has solved those problems. $M$ is a pre-set parameter that controls how fast our system transitions from assessment-favoring to recommendation-favoring. It also indicates that our system will always choose the recommendation heuristic after the student has experienced $M$ problems.

3 Evaluation of Adaptive Recommendation

We evaluate our adaptive learning material recommender system in JRec (Figure 1), a Japanese reading text recommendation tool. Our corpus of 380 articles was collected from NHK Easy [4], a Japanese news website for language learners. In order to accommodate beginners, our tool split those articles into 4,267 sentences and paragraphs so that students do not have to read the whole article. Afterwards, it analyzed the hierarchical structure of vocabulary knowledge in the corpus and built a fuzzy partial ordering graph. When using this tool, users are directed to an NHK Easy webpage, read a recommended text (a paragraph or a sentence), and respond whether or not they understand it. Our tool highlights the recommended text and grays out the rest of the webpage. We recruited 368 users from the Japanese Learning Sub-reddit [6].
Adding Adaptivity Improved Engagement Significantly

We tested four different versions: 1) adaptive recommendation (which balances recommendation and assessment using $M = 50$) and 2) non-adaptive recommendation (with no assessment incorporated), as well as 3) assessment-only and 4) random selection as additional baselines. We particularly wanted to see if adaptive recommendation is more engaging than non-adaptive recommendation, since this would demonstrate that adaptive assessment can enhance learning material recommendation.

In order to measure engagement, we recorded the number of texts each user read before leaving. 131 randomly selected users used adaptive recommendation (A.R.), 91 users used non-adaptive recommendation (N.R.), 115 users used assessment-only (A.O.) and 31 users used the random algorithm (Rand.). Users were assigned to these conditions at a ratio of 3:3:3:1, respectively, but the tool only recorded when a user responded to a text and some users may have quit before responding to the first problem. As a result, the number of recorded users in each group differs somewhat from the expected ratio.

Since our data was not normally distributed, we ran Wilcoxon Rank-sum tests for all pairs of the four groups (Table 1). We observed that the median user in the adaptive recommendation group ($Median = 13$) read 62.5% more texts than those in the non-adaptive recommendation group ($Median = 8$), and the difference between these two groups was statistically significant ($p = .035$), which indicates that adaptive recommendation led users to read more texts than non-adaptive recommendation. In addition, the median user in the assessment-only group read 12 texts, which was also significantly more than that in the non-adaptive recommendation group ($p = .022$). The median user in the random group read 8 texts and we did not find a statistically significant difference compared to the other three groups, possibly because the random group had too few users. Overall, our results show that incorporating adaptive assessment can significantly enhance learning material recommendation in online learning.

### Table 1. Wilcoxon Rank-sum tests for all pairs of our four groups.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.R. vs N.R.</td>
<td>$p = .035$, $Z = 2.109$</td>
</tr>
<tr>
<td>A.O. vs A.R.</td>
<td>$p = .766$, $Z = 0.298$</td>
</tr>
<tr>
<td>A.O. vs N.R.</td>
<td>$p = .022$, $Z = 2.287$</td>
</tr>
<tr>
<td>Rand vs N.R.</td>
<td>$p = .547$, $Z = 0.603$</td>
</tr>
<tr>
<td>A.O. vs Rand</td>
<td>$p = .294$, $Z = 1.049$</td>
</tr>
<tr>
<td>A.R. vs Rand</td>
<td>$p = .389$, $Z = 0.861$</td>
</tr>
</tbody>
</table>
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