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ABSTRACT

As more and more Internet IP prefix hijacking incidents are be
ing reported, the value of hijacking detection servicesbiexome
evident. Most of the current hijacking detection approacimen-
itor IP prefixes on the control plane and detect inconsisésnio
route advertisements and route qualities. We propose erelift
approach that utilizes information collected mostly frame data
plane. Our method is motivated by two key observations: when
prefix is not hijacked, 1) the hop count of the path from a seurc
to this prefix is generally stable; and 2) the path from a satoc
this prefix is almost always a super-path of the path from &mees
source to a reference point along the previous path, as Ietigea
reference point is topologically close to the prefix. By ¢alfg se-
lecting multiple vantage points and monitoring from theaatage
points for any departure from these two observations, otinogss
able to detect prefix hijacking with high accuracy in a ligieight,
distributed, and real-time fashion. Through simulatiomsstructed
based on real Internet measurement traces, we demonbiateit
scheme is accurate with both false positive and false negatiios
below0.5%.

Categories and Subject Descriptors

C.2.0 [Computer-Communication Networks]: General—
Security and Protectign C.2.2 [Computer-Communication
Networks]:  Network Protocols—Routing Protocols C.2.3
[Computer-Communication Networks]: Network Operations—
Network Monitoring

General Terms
Measurement, Security

Keywords

Routing, BGP, Hijacking, Interception, Detection

1. INTRODUCTION

Hijacking IP address prefix is a known threat that disrupgditia
ternet routing infrastructure. The Border Gateway Prdt(BGP),
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which is the de facto inter-domain routing protocol usedaxtat/’s
Internet, has no mechanism for authenticating routing ance-
ments. Thus, misbehaved routers can arbitrarily advertigges
for prefixes and/or fabricate Autonomous System (AS) pasks-a
ciated with the prefixes. Such false announcements can lguick
spread to a large number of BGP routers across multiple ASes
and pollute their routing tables. As a result, the victimfireet-
work will experience performance degradation and a seiseas-
rity breach. For instance, packets addressed to a hijackéict pan

be dropped by intermediate routers; blackholed by the letaor
forced to take a longer detour to reach the true destinaf\onat-
tacker may also impersonate the victim prefix to communiaétie
other parties; send spam emails or launch DDoS attacks fnem t
hijacked prefix; intercept communications; or conduct Niathe-
middle attacks.

Most existing proposals [32, 3, 11, 25, 16, 6, 31, 9, 34, 36,
15, 28] require changes to router software, router conftgurs,
network operations, and some require public key infrastines.
These solutions are therefore not easily deployable. Wheragy
deployed, these approaches usually offer limited secf#jtyOther
proposals [18, 23, 19, 30] do only passive monitoring and tre
deployable. But they can suffer from high false positiveoraie-
cause hijackings can be indistinguishable from legitinrateing
changes, or because the routing registry or allocation ds¢al
in some of these approaches can be outdated and inaccumte. R
cently, utilizing data plane information together with tah plane
information in hijacking detection is gaining attentior2[3L0, 4].
Despite the differences among existing approaches, it togeo-
vide timely hijack detection, they all require privilegedcass to
live BGP feeds.

In this paper, we present a light-weight and deployable dis-
tributed scheme for detecting prefix hijacking in real-tirBesides
its effectiveness, what truly separates our approach frihrars is
that our approach utilizes real-time data collected ontyrfrthe
data plane. BGP live feed dependent schemes require thie avai
ability of such feeds. As [24] shows, however among hundoéds
Planetlab [27] nodes, only a very small number of nodes hiage |
BGP update feeds. Not requiring privileged access to livéBa@-
vertisement data makes our approach easy to deploy andlisgpea
to prospective prefix hijack monitoring service providdralepen-
dence from the BGP control plane also emancipates the higck
detection mechanism from the updating cycles of BGP datacol
tion points, and results in a potentially more timely datacalarm.
The distributed nature of the scheme enables the monitaatad
work collaboratively, improving system robustness andaging
out monitoring traffic overhead over the Internet.

There are three key steps in our approach: (i) for each target
prefix we identify a number of vantage points (sites) fronsadif



candidates that are most suitable for conducting mongasjrera-
tions and use them as “monitors” for hijack detection; (i§ won-
tinuously monitor the network location of a prefix from mplg
vantage points by measuring the network distance from each v
tage point to the target prefix and detect significant chamgtse
network distance from any vantage point to the target prafhich
indicates changes in the target prefix's network locatidiii); if
network location change is indeed detected, we furthefyvérat
the location change is not caused by legitimate route clsamgéhe
Internet. In this paper, we us®p countas the measure of network
distance between two hosts on the Internet. Alternativécelsaare
discussed is Section 6.

Our contributions are three-fold. First, we propose a nehtii
weight distributed framework for detecting prefix hijackaaks.
To the best of our knowledge, this is the first distributeddkj de-
tection approach that relies only on real-time measuresnzken

from the data plarfe Second, we present a novel three-step scheme

for detecting prefix hijacking. Third, we conduct analyssgper-
iments, and large scale simulations that are derived frahlre

ternet measurements to evaluate our approach. We showhthat t

proposed approach can effectively detect IP prefix hijaok=al-
time with very low false negative and false positive ratios.

This paper is organized as follows. Section 2 provides BGP

background information and defines the prefix hijacking fab
Section 3 overviews our framework for detecting IP prefixabljs

based on network distance measurements. We describeedetail

monitoring and detection methodologies in Section 4. $ach
evaluates our approach using analysis and large scaleagiongd
derived directly from Internet measurements. We discussie-
ing issues and related work in Sections 6 and 7. Finally,i@e&t
concludes the paper.

2. PREFIXHIJACKING

The Internet is composed of tens of thousands of Autonomous
Systems (ASes) that are under separate administrative idema

The Border Gateway Protocol (BGP) is the standard interaiom
routing protocol. BGP is a path vector protocol in that a B@P u
date includes a list of ASes which describes the path to indisin
address prefix. A destination prefix is usually announcdteeiy

the prefix owner itself if it runs BGP and has an AS number; or by

its upstream provider AS(es).

Because there is no authentication mechanism used in BGP,

mis-behaving router can announce routes to any destinptifix
on the Internet and even manipulate route attributes indbgng
updates it sends to neighboring routers. Taking advantag@so

weakness has become the fundamental mechanism for caimsiruc

prefix hijack attacks.

Prefix hijacking happens in various forms in the control plan
The attacker can announce himself as the origin AS for thgetar
prefix, it can announce a more specific IP prefix with a longefiypr
length than the target prefix, or it can announce a very &itteaAS
path that may not exist in reality. Upon receiving theseitatied
advertisements, other BGP routers may be fooled into thinkiat

a better or more specific route has become available towhasls t

target prefix and start forwarding future traffic along thisdgpath.
As a result of the prefix hijacking, part (if not all) of the fiia ad-
dressed to the target prefix will be forwarded to the attacisead
of the target prefix.

'Hop count has been used before to detect spoofed address in
DDoS case [13], but not as part of a distributed system that ca

detect other cases of route manipulation as we discuss later

a

a

Based on how the attacker deals with the hijacked traffic, we
classify prefix hijacks into the following three categories

e Blackholing: the attacker simply drops the attracted packets.

e Imposture: the attacker responds to senders of the hijacked
traffic, mimicking the true destination’s (the target prisfix
behavior.

e Interception: the attacker forwards the hijacked traffic to the
target prefix after eavesdropping/recording the inforomati
in the packets.

In the rest of the paper, we use the term “hijack” to refer o al
of these behaviors. Furthermore, we use the testtecker and
hijackerinterchangeably.

While the conventional view of the damage of prefix hijacking
has been focused on blackholing, the other two types ofKifjgc
are equally important, if not more damaging. The most seriou
consequence of blackholing is the loss of reachabditly, and
is typically not accompanied by other dangers such as brefch
confidentiality. Also the detection of blackholing is tavi Com-
munication peers of a target prefix can perceive blackhattarks
if they do not receive any response from the target prefix foe-a
riod of time, especially when such loss of communicationsooat
occur to all the peers of the target prefix.

On the other hand, imposture and interception are moreezigall
ing to detect than blackholing. From any peer’s point of vitve
target prefix is still “reachable”. Even from the BGP conftzlne it
is often difficult to identify these two kinds of hijacks. Hastance,
as shown in [35] and [21], one MOAS (Multiple Origin ASes) pre

fix can be legitimately announced by multiple origin ASess hot

easy to distinguish a hijack from a legitimate routing ctengan
MOAS prefix because they can both appear as a change of origin

AS. On the other hand, although [4] shows that interceptaasy

to accomplish, there have been no reported imposture acefe
tion attacks on the Internet yet. However, this does not ntleain
these attacks never happened nor that there are no ongtaogsat
It could be due to the difficulty to detect such attacks.

Because they are hard to detect, the interception and inmgost
hijacks can last a long period of time before being detectatl a
reported to authorities and the target prefix owner. Funtioee,
the hijacker can potentially cause more damage by condyftiin
ther attacks such as those similarawine phishing(with correct
address as opposed to the normal phishing), spam email®f29]
DDoS attack. Or, the hijacker can intercept the traffic toiege
important information for malicious purposes [17, 26, 4ivéh the
threats of interception and imposture hijacks and the muehtgr
challenges of detecting them than detecting blackholimthis pa-
per we focus on presenting a solution for the detection df bot
posture and interception hijacks.

It should be mentioned that the detection scheme propoghisin
paper is not limited to detecting imposture and intercephigacks,
nor is it restricted in detectingP prefix hijacking. It inherently
can be extended to detect some other types of hijacking or mis
configurations, such as hijacking by faking the DNS response

3. FRAMEWORK

In this section, we present an overview of our prefix hijack de
tection scheme.

3.1 Monitoring Network Location

One of the key observations behind our scheme is that the net-

work location of a prefix generally remains unchanged oveeti
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Figure 1: Monitoring Network Location

This is mainly due to the fact that IP prefix assignment on the |
ternet is usually on a very long term ba$i©nce an IP prefix is
assigned, it can be announced either by the prefix owner i r
BGP, or by its immediate upstream service provider AS(asgid
ther case, the network location of the prefix viewed from ek
vantage points should belong to the same topological rediote
that depending on the context, we use the term “prefix” rafgrr
either to a set of IP addresses or network devices which aneda
by these IP addresses.

Due to Internet’s vast size, network topological dynamigshs
as link status changes generally affect only a fraction efaver-
all Internet topology dramatically. Because routes arestranted
based on the actual network topology of the Internet, netwlcs-
tance measurements obtained from the data plane, whichdeed
network distances in the routing topology configured by B@& a
other routing protocols, generally reflect the networkatises in
the actual network topology. Hence, the network distanca-me
sured from a given vantage point to a destination networikéy
to remain the same over time. Previous work such as [33] Hawe a
confirmed this observation.

However, if a prefix is hijacked, the association between the
routes to the prefix and the underlying network topology plsa
pears. Thus, the network distances measured from certataga
points to the target prefix would likely exhibsignificantdiffer-
ences from what these distances were prior to the hijacking.
imposture scenarios, the network distances from certaitage
points to the target prefix may appear to be either shortermdr,
depending on the network locations of the vantage pointstiaad
network locations of the attackers. In interception scesaiit is
more likely that the network distances from certain vantagjats
to a target prefix appear to be longer because the paths towerd
target prefix now take a detour going through the attackeB8s A
Although such location change becomes small if the hijasker
cation is very close to the victim’s location, statistigatie oppo-
site case is more likely to happen due to the size of the latern
Therefore, prefix hijacking can be effectively detectedghgficant
changes in the network distances from certain vantagestarihe
target prefix are observed.

Figure 1 illustrates the idea behind our network locatiomitos-
ing framework. There ark vantage points for monitoring a target
prefix P (not shown in figure). Suppose that the prefftxis pre-
viously announced b¥. The network distance between a vantage
pointi andh is denoted ad;. Now A’ also announce®. The dis-
tance between the vantage poimindh’ is denoted ad. Then the
distanced betweerh and?’ is bounded byl > maxt_,|d; — dj|.

If h andh’ are co-located (e.gh/’ is a provider or a customer &f,

2t is possible that a prefix is reassigned to name a different s
of network devices which can appear as changes in the network
location. However, this case is extremely rare and is outops

of this paper.

or h andh’ are both providers of the owner of &), d would be
small. Therefored; ~ d; (i =1,...,k).

However, in the scenarios of imposture whaféijacks P, with
high probabilityh andh’ are not co-locatedi € 1,...,k, s.t.
|d; —dj| > &, whered can be considered as the detection threshold.
Therefore, the value ab = maxz!_|d; — d}| is an indication of
the likelihood of prefixP being hijacked. The largdPp is, the more
likely P is hijacked. For the cases of interception, the distanaa fro
a vantage point to P would bed; + d. Such attack scenarios can
be detected with high probability as long 86 € 1,...,k, s.t.
|di —d; +d| > 4.

It is worth noting that typically a prefix hijacker can onlyjdik
traffic from a portion of the Internet to the target prefix. 3t be-
cause some ASes will prefer the true route from the targdixge
the one from hijacker due to shorter AS path or policy rea$pds
4]. Consequently if our vantage point happens to be locateddh
regions that are not affected by the hijacking, it will notedz the
hijacking either. Therefore, we must establish multiplpaiogi-
cally diverse vantage points for effectively monitoringaeget pre-
fix. Using multiple vantage points also increases the ditfjcior
an attacker to conduct any countermeasures because nowitit ha
cheat all these vantage points. In addition, multiple vg@taoints
may also help in reducing false positive ratios. From nowvea,
use the ternrmonitor to refer to a vantage point that keeps probing
the network location of a target prefix.

3.2 Detecting Path Disagreement

Our first detection mechanism focuses on significant network
location changes. But the problem is that not all significaett
work location changes are the results of prefix hijackingtern
net topology changes regularly due to reasons such as biksst
changes and policy-based route changes. In contrast ta jiefi
jacking induced location changes, these changes will bernesf
to aslegitimatein this paper. As we have mentioned before, most
of these legitimate changes are not expected to result matia
widespread location changes and these “minor” legitimhssmges
are expected to be filtered out by the aforementioned lathtsed
hijack detection algorithm.

However, routes in the Internet are not always configureedas
on network topology due to special routing policies, in vihaase
the inherent stability of the network topology of Interneied not
translate to stability in routing topology. Also in rare asons
link status changes may actually alter the Internet topotrgmat-
ically. These kinds of routing topology changes can be ficant
and may be mistakenly identified as hijacking by the locatiased
mechanism. Such false alarms require additional efforgg@om
and filter. Correcting false positive detections is oftenificdlt
task as it may require detailed configuration informatioat e
network operators are unwilling to share.

All of these motivate us to develop the second detection-tech
nique,path disagreement detectiolt is intended to be used in con-
junction with the network location monitoring to producegliy
accurate detection results. In this technique we focus enpamn-
ticular difference between legitimate route changes aeéixphi-
jacking attack induced route changes: the portion of thevort
being affected. A prefix hijacking attack usually only tasye spe-
cific network prefix while legitimate route changes usuaffge
larger number of prefixes.

For each monitor, we need to identify oreference poinalong
the path from the monitor to the target prefix. This refergoaiat
needs to be topologically very close to the target prefix hillt s
has an IP address outside of the target IP prefix. Becauseeof th
topological closeness, from the same monitor, the routhdaef-
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Figure 2: Path Disagreement

erence point of a target prefix is very likely (if not always)ke
identical to, or more precisely a sub-path of, the route @ottr-
get prefix. Also for the same reason, chances are that leggim
route changes in the Internet would likely affect the tanyetfix
and its reference point equally. We will provide measurendaia
to support this conjecture in Section 5. On the other hanchume
the reference point has an IP address outside of the targkx,pr
any prefix hijacking attacks targeting the prefix will noteadf the
reference point. In other words, we will detect disagreenten
tween the path from a monitor to a target prefix and the patin fro
the same monitor to the corresponding reference point dftiget
prefix. Significant disagreement signals prefix hijackingak at
the target prefix.

Figure 2 illustrates the concept of path disagreementebdse
tection. Figure 2(a) shows a path from a monitor to a targefixpr
A reference point that fits the criteria described previgisiden-
tified along this path. When the target prefix is not underchita
the path from the monitor to the reference point is a sub-phthe
path from the same monitor to the target prefix. Figure 2(bjsh
what may happen when legitimate route changes occur. Nematt
how the paths may twist and turn, as long as the reference poin
is topologically close to the target prefix, chances aretti@path
from the monitor to reference point is still a sub-path of gath
to the target prefix. In contrast, Figure 2(c) shows thatehes
paths are now very different after the target prefix is higgtkor
more precisely in this example, intercepted. The path tddtget
prefix may take a detour through a hijacker-controlled sikglev
the path to the reference point remains as before. In othedsyo
how much “disagreement” there is between these two patles sep
rates path changes caused by legitimate route changes &tim p
changes caused by prefix hijacking attacks. It is also wasthng
that not only path disagreement, but changes in how mucts path
disagree with each other can also be used for such detection.

We now discuss how a reference point can be identified. In a
commonly seen configuration, the external interface (fadBP
AS) of the target prefix’s network access router is assigmetPa
address provided by the ISP, which is outside of the targsftxor
In this case both this external interface or the customandggin-
terface of the ISP’s edge router can be ideal candidatesfmr-
ing a reference point. This reference point location isegithn a
router managed by the target prefix’'s administrator, or the hop
for the prefix's outgoing routes. The administrator obvlgusas
this piece of configuration information and the administratan
provide such information at the time of signing up for thefpre
hijacking monitoring service.

For configurations other than the one described in the pusvio
paragraph, or if the identified candidate reference poinbtswill-
ing to participate in hijack detection operation®., it does not

respond to ICMP requests, we would need to discover a catedida
reference point location by retreating along the route floemon-

itor to the target prefix backwards hop by hop to the first ptiat
could actually assist in detection operations. A modifigdcér-
oute” program can easily discover such a location for beisedu
as a reference point. The discovery can be done either frem th
monitor side or from the target prefix network side.

If a reference point is not immediately connected to theetarg
prefix, then a portion of the Internet actually lies betwdsntarget
prefix and the reference point. If a hijacker is located waitthiis
portion of the Internet, chances are that the monitor willsee any
path disagreement because the path to the reference pstiit &
sub-path of the path to the target prefix. This is clearly sirdele.
This is why the reference point should be as close to the ttarge
prefix as possible.

Obviously reference points need to be established on a per-
monitor basis. The reason is simple: the reference poisttal
for one monitor may not be on the path from a different monitor
to the same prefix. On the other hand, multi-homed targetqefi
also present additional challenges. In this case, a legiémoute
change may actually cause the monitor’s probe traffic tolr¢lae
target prefix via a difference access router. The new patheo t
target prefix may be quite different from the path to its carref-
erence point. Instead of classifying this path change asfixpr
hijacking attack induced as in single-homed customer cadai;
tional steps are necessary. These additional steps reaireef-
erence points for a target prefix be established not only oera p
monitor basis but also on a per-access router basis. In wiirels,

a monitor has to know all of its reference points for the tapge-

fix, with each reference point corresponds to an accessrrofiee
target prefix. Once an instance of path disagreement istdétec
monitor needs to compare the path to the target prefix withsat

all of the monitor’s reference points. If the path to the &ngrefix
differs fromall of these paths to reference points, the path change
is likely caused by a successful prefix hijacking attack.

3.3 Hijack Detection Scheme Overview

With the two mechanisms already explained, we now outlirre ou
detection scheme. Our scheme consists of three key steps, Fi
for each target prefix, we select a number of monitors front afse
candidate monitors. Second, each monitor periodicallysuness
the network distance to each target prefix and detects signtfi
changes in hop count distance measurement. Third, if afsigni
change is detected, the monitor will measure the disagneebee
tween the path to the target prefix and the path(s) to theeeder
point(s) of the target prefix. An alarm will be triggered ietie is
a significant disagreement between paths. In the next seati®
present the three steps in detail.



Our scheme has a number of advantages. First of all, a signifi-

cant difference between our approach and related work [3P1,3
25, 16, 6, 31, 9, 34, 36, 15, 28, 18, 23, 19, 30, 10] is that ourimo
toring is conducted on the data plane. All live informatiequired

is collected from data plane. Hence, our approach does qoiree
any alteration to Internet routing infrastructure such etsirsy up
BGP update feeds. In related work, because the monitoridg an
detection mechanisms rely on access to live control pldioena-
tion (i.e, BGP updates), IP prefix hijacking detection has been a
privilege that is only available to network operators armsthwith
close ties to network operators. Our approach has changed th
pattern and opened up the same opportunity to parties with on
data plane access, which can be virtually anyone on thenkiter
This new direction, combined with the distributed naturewf ap-
proach, dramatically changes the road map for how prefixkija
ing monitoring and detection services can be built and degulo

In Section 6, we further discuss more details about how tdoglep
such a service in practice.

Another advantage of conducting detection on the data ptane
that it can detect hijacking more quickly. Obviously, besapre-
fix hijacking is a control plane mechanism, the results addkjng
also firstly emerge in control planie., ill purposed BGP updates.
It may be perceived that monitoring live BGP feeds in reaueti
provides the fastest diagnostics. However in reality duia¢osast
size of today’s Internet and the volume of data traffic on titert
net, it is impossible for the routing infrastructure to spanough
resources to provide full BGP feeds to prefix hijacking maorsitin
real-time. Instead, most of the related work depend on gizadly
retrieving BGP information from a handful of BGP informatio
collection points. As a result, the update period on thos® B&-
lection points (e.g., every two hours at RouteView [2]) bdsithe
reaction time of these detection schemes. On the data flane,
ever our approach is far less restricted in terms of how atften
monitors may probe; an important system design tradeoff.

Moreover, our scheme is robust. The advantage of havingauch
distributed architecture is that it provides good fauletahce and
a good channel to notify the target prefix regarding the detec
attacks. Once a prefix is hijacked, it becomes nontrivialeiods
alarms to the target prefix if the path from the detectionesetivthe
target prefix is also affected by the hijack [20]. If the targeefix
does not receive alarm traffic addressed to it, then it willget the
alarm notification either. However, in a distributed franoeky it is
likely that some subset of monitors are not affected by thecht
and will still have valid paths to the target prefix. These itas
can alarm the target prefix.

Our scheme is light-weight in terms of monitoring overhead.
This comes from two factors. First, the distributed natumesizes
the probing load to a number of monitors, which are distedui-
versely across the Internet. Second, the probing packdtseatata
plane are quite small. Each monitor only needs several doges
to get the probing information for a target prefix. Companivith
downloading large volume of BGP feeds on control plane,dbis
proach can save bandwidth. At the same time, our schemeyis ver
accurate with both low false positive and false negativiosatAs
we will show in Section 5, both of the ratios are lower thar?6.5

4. PREFIX HIJACKING DETECTION

In this section we describe our prefix hijacking detectiagoal
rithms in detail.

4.1 Monitor Selection
We model the monitor selection problem as follows. Inifialle

capable of executing the two detection techniques: netlhamd-
tion change detection and path disagreement detectiong@diof
these sites as monitors is possible, but usually not negegsao it
may generate unnecessary monitoring traffic overhead aatet
prefix network. Thus, for each target prefix, we select a dulase
sites among thé/ candidates as monitors, and run the two detec-
tion procedures only on these sites. The choices for monitors for
a particular target prefix, however, should not be arbitbagause
the locations of the monitors affect the quality of detetim gen-
eral, the monitors should be distributed in different gepdical
regions, and the less the paths from the monitors to thettpregfix
network share common links the better.

To better formulate the monitor selection problem, we fiesiree
the correlation between a pair of paths as the number of common
links between the two paths over the length of the shortdr. pét
there is no shared link, the correlation is 0. On the othedhéithe
two paths are identical or one path is a sub-path of the ottheir,
correlation is 1. We also define ticerrelationbetween two sets of
paths as the maximum path correlation between any two patles,
from each path set.

We construct the monitor selection problem as a hierarthica
clustering problem. Such problems have well-known albani,
such as [14], that are polynomial-time complex. First, wartst
from M clusters, with each candidate monitor being a single item
cluster, and compute the correlations for all possibletelusairs.
Second, we identify the two clusters with the largest catieh
among all cluster pairs, and merge these two clusters initagtes
cluster. Third, we recompute the correlations betweenlafiter
pairs again. Then we repeat steps two and three till we halye on
m clusters. At the end we randomly select one monitor from each
of the m clusters to identify then desired monitors that will be
used in monitoring service for the target prefix.

This algorithm works well in practice, and is easy to compute
The routes from all the potential monitors to the target greéin
be obtained from programs such as “traceroute”. Monitac&n
can be computed at a central location or even by the targék pre
when it requests monitoring service.

4.2 Location Monitoring

The first detection procedure is about monitoring the “lurgt
of the target prefix. Normally the network location of thegeir
prefix is relatively stable. However, if hijacked, signifitdocation
change may occur. In practice, it is not necessary to pitipin
target prefix's location on the Internet. Instead we descailarget
prefix’s location by its hop count distances to the set of ruosi
we selected using the algorithm described above. When praulti
monitors detect that their hop count distances to the tgmgsix
has changed, we conclude that the topological locationeofatget
prefix has changed.

The detection algorithm falls into the general categoryrdine
change-point detection algorithms [5]. The problem cantated
as follows. Consider a sequence of random variahle € [0, 7]
with probability densitypy (z) whereé is a parameter which may
change ovet. If § = 0, for all ¢ € [0, T], then there is no change.
If & = 6y fort € [0, 7] butd = 6, fort € (r,T], a change has
happened at. The goal of this type of analysis is to identify such
a change as soon as possible.

Compared to many other applications that require changg-po
detection, our problem is relatively simple. As shown in et
section, the hop count distance measurement is generalijest
which makes the probability density function clean andiafiv
Also when change occurs, there is no build up phase. The hop

have M candidate sites around the world. Each of these sites is count changes to a different value and remains at that vélee



result, we decided to use the simplest classical time sehiasge
detection method: moving average with a fix-sized slidingdew

of S data points. Only data points obtained within this time win-
dow are taken into consideration. More specifically, the imgpv
average is calculated as:

whereh; is thei-th hop count,S is the sliding window size, and
then-th measurement is the newest measurement.

tion change This greatly simplifies monitoring because hop count
changes are indicated by the changes in residual TTL values i
ceived IP packets, which is much easier to obtain. The change
point detection method can be easily adapted to using raisidil
instead of hop count distance.

4.3 Path Disagreement Detection

The concept opath disagreemerdescribed in Section 3 is fairly
general. In this paper we actually study in particular threadiee-
ment between AS paths instead of hop by hop router paths. Al-
though router paths can be readily discovered using datsepla

If a new hop count measurement departs dramatically from the probing tools such as traceroute, router paths are leste stan

previous moving average, we raise a flag indicating undeglpat-
tern change. If multiple monitors discover significant hauiat
distance changes at the same time, this indicates thatpbéotn-
cal location of the target prefix on the Internet has changed.

In practice, there are often transient problems with hopntou

AS paths due to minor intra-AS path adjustments (e.g. foptire
pose of load balancing). Also oftentimes traceroute resudhtain
null entries for various reasons. They make hop by hop pati co
parison more difficult. On the other hand, AS paths have mes$ |
null entries.

measurements. We primarily use two techniques to smooth and Because we collect real-time measurements only from the dat

filter out the “noisy” measurements.

The first is that in addition to the sliding window just meméal,
denoted a$V;, we use another sliding window, denoted&s to
“smooth” out current hop count measurement. The sizes ckthe
two windows areS; andS. respectively. Becaus#’; represents
the past average hop count aFid is only used to smooth out
measurement errors and noisk, should be greater thas,. The

plane, the AS paths are not directly obtainable. We needrteerd
the IP addresses in traceroute results into AS numbers.cihibe
done with the help of some public web sites such as iPlane [12]
which publishes IP-to-AS mapping data periodically.

We define the similarity between two AS paths starting from
the same origin but ending at two different destinationsodews.
Given two AS pathsP; and P, let's say the lengthP;| > |P-|.

choice ofS; represents a tradeoff between detection delay, what We first identify a sub-path aPy, P;, which starts from the same

kind of transient problems are dominant, and how well thesdne
to be handled. In our experiments, we used 12 and 10 resplgctiv
for S; andS..

When the network is stabld}’;’s moving average hop count
az = 53, ;uw, h is very close to1's moving average hop
countar = 5- >, ;,w, h- On the other hand, if the difference
between these two averages is significant, the locationedfatyet
prefix has just changed. Therefore, if

max{ai,az} ST

min{al, az} =7

whereT is a threshold, the system reports a potential hijacking.

origin asP; but has the length 4 |. Then we calculate the Ham-
ming distance betweeR, and P and denote it ad. Similarity, s,
is then defined as:

d
|P|
The “subtracted from 1” part of the definition make$ollow the
convention of “similarity”, that is, the larger the Hammidigtance
is, the less similar two paths are.

Once a potential hijack is reported from the location chahere
tection procedure, we need to further check if there is sigjhifi-
cant similarity between the AS path from the monitor to thgéa
prefix and the AS path from the same monitor to the correspondi

s=1-—

In our experiments, we have observed that sometimes hop coun reference point of the target prefix. We denote the path aiinil

measurement undergoes dramatic but very short-lived @saimg
the time scale of several seconds. To filter out these tnansie
spikes, we discredit dramatic hop count changes at theirdjrs
pearance. In order to do this, we define another thresfolGiven
two consecutive hop count measuremehtsandh,. We remove
ho from the sliding window if

max{hl, h2} 7
—_— >,
min{hl, hz} -

Another problem is absent measurement. Due to packet loss or

other reasons, it may happen that during a measuremenvahter
there is no hop count data being collected at all. In our eéxper
ments, this is treated as a null data point, which effectigélort-
ens the corresponding time window size by 1. In our experimen
environment, we often have co-located monitors. They cdp he
reduce the absent measurement problem. Measurementsembtai
from all co-located monitors can be combined and used agyesin
measurement. This way only when all co-located monitoistdai
obtain a measurement, do we have an absent measurement.

A final point worth mentioning is that although we have been
using hop count distance in our descriptions so far, becaasare
interested in locatiomhangeswe do not even need to obtain the
absolute hop counts, which can be difficult to measure atstime
In fact, only changein hop count is necessary for detecting loca-

ties before and after the reported potential hijackasandm.. If

me is less thann;, which means the two AS paths become more
inconsistent after the suspected hijacking, amd/m. is greater
than some threshol@™, which means the similarity between two
AS paths decreases dramatically, the monitor raises amdtar
prefix hijack. If there are alarms from multiple monitorse thys-
tem is confident that it has just detected a prefix hijack &ttac

5. EXPERIMENTS AND EVALUATION

In this section, we first provide experimental results thiatify
the design of our hijack detection method. We then evaluatele-
tection scheme using analysis and simulation based on $aaje
Internet measurements.

5.1 Justification of Hijack Detection Design

5.1.1 Measurement Setup

In our experiments, we choose a number of nodes as network lo-
cation monitors from the Planetlab [27] network. These ruoai
are selected to ensure geographical diversity. We mansalgct
43 Planetlab nodes in 25 distinct ASes at different geodcable-
gions. In our experiments, we do not execute the monitoctete
algorithm as described in Section 4. Instead, we use theaaidd
monitors conjunctively to avoid absent measurements.
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Figure 3: Stability of hop counts

Generally speaking two kinds of prefixes can be found from a
BGP table: those have Multiple Origin ASes (MOAS) and those
have only a Single Origin AS (SOAS). Our experiments include
prefixes of both kinds. We firstly use BGP tables obtained from
RouteViews [2] and RIPE [1] to identify the initial candiéat
Then for each candidate prefix, we try to identify a small num-
ber (up to 4) of live i(e. responsive to “ping”) IP addresses and
use their network locations to approximate the network tiooa
of the prefix. To avoid scanning the entire candidate prefiges
live IP addresses, we mainly use the prefixes’ local DNS sédR/e
addresses. If we fail to verify any live IP address for a jgattr
prefix, we discard this prefix from our experiments. MOAS pre-
fixes are good candidates for evaluating false positivesesineir
route changes are similar to those caused by hijacking ondhe
trol plane. So we retain all 242 MOAS prefixes that have live IP

path from a monitor to a target prefix and the AS path from the
same monitor to the target prefix’ reference point.

5.1.2 Stability of Hop Counts

One of our prefix hijack detection techniques as described in
Section 4.2 is built upon the assumption that when there sefix
hijacking, the network location of a target prefix is relativstable.

We now verify this assumption.

From the large amount of path hop count length measurements
we collected, we have observed that for a given path the hoptco
is relatively stable over time. The path may change from time
time, but not dramatically. For each path, we compute the-sta
dard deviation of the measured hop counts and normalizethidoy
average hop count of the path. Figure 3(a) shows the cumeilati
distribution function (CDF) of the normalized standard id&en

addresses. For SOAS prefixes, since there are too many, we ran of path hop counts from their averages. We observe that fdr &0

them based on “popularity’i.€. traffic volume) of the prefix and
select the top 125 prefixes with live local DNS server IP asisizs.

In our experiments, each monitor measures the hop courthieng
of its paths to all selected IP addresses in all candidatixpse
Each monitor also measures the hop count lengths of the path t
other monitors. There are many ways to obtain hop count dis-
tance. Because asymmetrical routes are common on the éhtern
it is important to obtain the “to” path hop count, not the ‘fimd
path hop count. The “traceroute” program is sufficient fds th
purpose. Normally traceroute only needs to execute a pagia
quence starting from a TTL value fairly close to the knownhpat
hop count. It is only necessary to use the full sequenceirggart
from TTL = 1 when the path hop count is unknown or partial
sequence fails to discover the destination. If permittespecial
“ping” program that echoes the residual TTL value of the remb
ICMP_ECHO.REQUEST packets can also help finding the hop
count length of the “to” path.

The results presented here are based on monitoring dag¢ateall
from June 2th, 2006 to July 281, 2006. In particular, we mea-
sured the hop count length of each path (from a monitor togetar

prefix) every 12 minutes. Thus, we have about 3600 hop count

measurements for each path. We collected traceroute da#dl fo
paths from all monitors to all target prefixes as well as toefkr-
ence points of the target prefixes. We also collected trateidata
for paths between any two potential monitors.

Next, we justify two key assumptions of our hijack detection
techniques: 1) the stability of hop count length of the patmf
a monitor to a target prefix, and 2) the similarity betweenAlse

the paths, the normalized standard deviation is lessGtzanvhich
indicates that if we observe a stable change of hop counttiwith
normalized standard deviation much higher tha, we should
suspect that the network location of a target prefix has atdhegf-
ficiently, possibly as the result of a prefix hijacking.

Of course, the hop count measurements may contain noise due t
many reasons. Instead of using individual hop count measemes
directly, we aggregation them into bins of size 10 and cateuthe
average hop count of each bin. Then for every two consecutive
bins, we define théop count change ratito be the ratio of the
average hop count in the later bin to that of the earlier biig- F
ure 3(b) shows the CDF of change ratios. We have found thaitabo
98% of the change ratios are betwéei and1.1. From the above
two figures, we conclude that the hop count of a path from a mon-
itor to a target prefix on the Internet is stable over the pkaob
measurements.€. one month). Figure 3(c) shows the short term
(intra-day) average change ratios on all the paths for eaghaohd
its 95% confidence intervals. This figure shows that shon tesp
count stability is also very good: both the average chantgesra
and the 95% confidence intervals are between 0.998 and 1.003.

Note that, although we have shown that hop count is a good met-
ric of network distance in detecting prefix hijacking, hopnbmay
not the only choice in measuring network distance. Detengin
the best metric of measuring network distance is not thesfadu
this paper. We will defer the discussion of other potentiatnas
to Section 6.

5.1.3 Similarity Between AS Paths

As stated in Section 4.3, we compare the AS path from a monitor
to a target prefix with the AS path from the same monitor to the
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reference point of the target prefix to separate hop coumggsa
caused by hijacking from those caused by legitimate roaegeées.
Of course the implied assumption is that under normal cait
these two paths are very similar to each other. Howeverjngut
policies can cause the path to the target prefix to be diffdrem
that to the reference point of the target prefix. In this ctsepath
disagreement based detection algorithm may not produceatec
results. Thus, in this section, we study how similar the tw® A
paths are under normal network conditions.

In order to compare the similarity of the AS paths from a mon-
itor to a target prefix and to its reference point, we map thbpa
obtained from traceroute measurements described in &egtlol

Hijacker b

" Hijacker's AS ..

Monitor s Ingress Router Egress Router

Target
Prefix t
1 e

Figure 5: Simulating interception

for all possible selections df, s, andt, except for all the cases
wheret's AS is on the AS path from to i because the hijack will
never succeed in these cases. In addition, since some pathsiot
traceroute-able, we had to discard combinations that reqoéese
paths. In total we simulated about 34000 imposture scenario
The setup for simulated interceptions is very similar ta tfa
imposture. However, the hop count frosto ¢ after timeT is
computed in a slightly different way. Given a hijackkr,a source
s, and a target prefik, if the attack is successfulé., s is closer to
h than tot), h would forward the intercepted traffic to So the path
that the traffic takes along is fromto h’s AS then tot. However,
the hop count froms to ¢ after the interception can not be computed
by simply summing up the hop count fronto & and that fronh to
t. As illustrated in Figure 5k may not capture the hijacked traffic
by itself, even though the hijacked traffic will be carriedainghh’s
AS. Here, we make a conservative approximation. We conatgen
the route froms to h’s ingress routeti with the route fromi to

to an AS path using methods proposed in [22]. Then we compute h’s egress routee and with the route frone to ¢. If ¢ ande are

the similarity between two paths as defined in Section 4.3.

the same router, then there is no hop between them. Otheneise

Figure 4 shows the CDF of the average and maximum AS path assume that there is only 1 hop between them. This is usuady t

similarities. As we can see, 80% of the paths have simiariti

for small ASes. And the resulting hop count can be considasel

larger thar).8. Since the average length of these AS paths is about lower bound of the actual hop count after interception. Beedor

6, we can conclude that in most of the cases, there is at mast 1 d
ferent AS hop on the AS paths. A low similarity between AS path

interception scenarios we must have valid traceroute adathadth
monitor to hijacker and hijacker to victim prefix paths, waled

upon a sudden change in path hop counts may indicate a pssibl up having fewer, about 25000, scenarios simulated.

prefix hijacking.
5.2 Evaluation of Hijack Detection Scheme

In this section, we evaluate our method by running our detec-

tion scheme against simulated hijacking attack scena@osboth
January 2th and 2%t, 2007, we ran our data collection program
again to measure paths between the Planetlab nodes ang kek |
dresses that we identified in the justification stage. In@aer we
collected traceroute data for paths from the Planetlab s\taléhe
prefixes as well as paths between Planetlab nodes. In ta# th
are 531 live IP addresses in the selected prefixes this timealBe
we use real traceroute data to construct the simulationasicen
the simulated network topology is in fact the portion of theefnet
that appeared in our measurements.

5.2.1 Simulating Prefix Hijacking Attacks

In imposture scenarios, suppose the hijadkeattacks a target
prefix t at timeT'. From a given monitos to the target prefix
(t # s), the hop count frony to ¢ before timeT” can be obtained
directly from the traceroute results we have obtained. rAfilee T',
if s becomes closer th than tot, thenh has successfully hijacked
traffic from s to t. The hop count frons to ¢ is now actually the
hop count froms to h, which can also be obtained directly from
traceroute results. lf is still closer tot than toh afterT’, thenh
is not able to hijack traffic frons to £. The hop count frons to ¢
after timeT' remains the same as that before tifhe

To simulate an imposture attack, we selected one Planetidé n
as the monitor, one different Planetlab node as the hijagkgch
attempts to hijack the prefix of a live IP address. This wasaégd

5.2.2 Hop Count Changes Due to Hijacking

We use the ratio of the average hop colntafter hijacking to
the average hop courit; before hijacking for the same monitor-
target prefix pair to measure the hop count changes. Figui&s$ p
the CDF of the ratios. We observe that while the hop countghan
ratios as the result of impostures is distributed almostoamily
from0.5 to 1.5, there are more than 82% cases where the maximum
change ratios among all potential monitors are larger thanand
there are about 88% cases where the minimum change ratios are
less than0.8. For interception cases, the hop count is increased
in most of the cases, since the hijacker forwards the inptece
traffic to the target prefix. About 98% of the cases, the marimu
change ratio is lager than2. The results indicate that, for a given
hijacking instance, dramatic hop count changes will be leskat
some (if not all) of the monitors if they are topologicallyeise.

5.2.3 AS Path Disagreement Due to Hijacking

Using the simulation scenarios described in Section 5\®€l,
study how much AS path disagreement there is as a result of hi-
jacking. This evaluates our path disagreement detectigorighm
described in Section 4.3. Figure 7(a) shows the CDF of thea&B p
similarities resulting from hijack attacks. In 90% of thesesa, the
similarities after hijacking are less than 0.8. Comparirthwig-
ure 4, where about 80% of the cases have the similarity hitdjlaer
0.8, it is expected that the change ratio on AS path simyjlésisig-
nificant enough that we can distinguish hijacking from liegitte
routing changes. Figure 7(b) confirms our expectation. dish
the distribution of ratios of the AS path similarity beforigaleking
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to that of after hijacking. In about 90% cases the change isti
less than 0.8ife., the AS path similarity is 20% lower than that
before hijacking). Note that, even though 10% cases stillvsho
significant difference in the AS path similarities befored after
the hijacking {.e,, it pass the AS path disagreement detection), if
we choose the right set of monitors the results can be imprdie
show more detailed results in the next section.

5.2.4 Performance of Hijack Detection Method

Now we evaluate the overall performance of our hijackingdet
tion method as described in Section 4.
Detection Accuracy. Two important metrics for evaluating the ac-
curacy of a detection algorithm afalse positive raticand false
negative ratio False positive ratio evaluates the percentage of
falsely reported hijacking attacks, while false negatiggor eval-
uates the percentage of hijacking attacks that are notteshor

To evaluate the false positive ratio, we run our detectiothot
on the series of hop counts collected in our real experin@mtse
Internet as described in Section 5.1.1 to see how many Isijeak
be reported. While it is hard to tell whether a reported Hijag is
a real hijacking, the result can serve as an upper boundéddatbe
positive ratio of our detection algorithm. To evaluate thisé neg-
ative ratio, we simulate imposture and interception sdeadrased
on the traceroute data using the method described in SéeRch
We run our detection algorithm on all the hijacking scermis
constructed in Section 5.2.1 to see how many cases are tjhgre
our algorithm.

Table 1 shows the evaluation results. The first column shbes t
thresholds used in the detection algorithm. There are tnesth
olds. Their usages are provided in Section 4.2 and 4.3 régglyc
The first one is for how much hop count change is needed follthe a
gorithm to consider the change to be sufficient to raise amdfiar
target prefix network location change. The second threskdiat
how much change in path similarity suffices that the two A$ipat
are now considered to disagree with each other. The subseque
columns present the false positive ratios and false negaditios
after hop count change detection and after both hop coumigeha
and AS path disagreement detection. We observe that agéshith
olds increase the false negative ratio increases and gepakitive
ratio decreases. This is expected because the lower trehtids
are, the more sensitive the detection algorithm is.

It is also interesting to know the influence of the AS path dis-
agreement detection as described in Section 4.3 on thetidetec
result. On one hand, it filters out the legitimate route clesnguite
effectively and decreases the false positive ratio. On therdand,
it may also happen to filter out route changes caused by Isijack
which leads to an increase in the false negative ratio. Hewyes
we can see from Table 1, the AS path disagreement detection ca
significantly reduce the false positive ratios, while orlglstly in-
creasing the false negative ratios.

The choice for the two detection thresholds representsde-tra
off between the acceptable false positive and false negedivos.
From Table 1 we can see that reducing the false negativeaatio
be achieved by using sensitive (low) thresholds and reduiise
positive ratio can be achieved by using insensitive (higinggh-
olds. Generally speaking because the AS path disagreeesint t
is very effective at filtering out falsely identified hijacke bias
should be more towards having more sensitive thresholds.

It is also worthwhile to note that the false positive ratipaged
in Table 1 is reasonable for operational use. For examplen ev
if we use the most sensitive threshold choices of (1.10,)1H&
false positive ratio is only around 0.22%. This translate$or
every prefix hijacking incident, our system only generat@9p2
false alarms. Let's assume that 1000 target prefixes aretonedi
and that conservatively there is at most one hijack for eandet
prefix per day, the number of false alarms triggered is onlyuéb
2 ~ 3 per day, which is acceptable for manual inspection from an
operational prospective.

Detection Latency. Next, we evaluate how fast our detection al-
gorithm can detect a hijack. We measure the detection latienc



Thresholds False positive ratio | False negative ratio (imposture) False negative ratio (interception)
(Hop count, AS path)l  Hop Hop count Hop Hop count Hop Hop count
count + AS path count + AS path count + AS path
(1.10, 1.15) 9.7573%| 0.2248% | 0.0519% 0.1413% 0.0142% 0.0149%
(1.15, 1.20) 6.5166% | 0.1930% | 0.0750% 0.2223% 0.0183% 0.0204%
(1.20, 1.25) 4.5034% | 0.1802% | 0.3316% 0.5852% 0.0376% 0.0960%
(1.25, 1.30) 3.1916% | 0.1739% | 0.6141% 1.0452% 0.2068% 0.3220%

Table 1: False positive and false negative ratios of hijacketection scheme
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Figure 8: Hop count measurements needed for detecting a higking: (a) imposture (b) interception

terms of the number of hop count measurements needed irt-detec How to choose the optimal set of monitors is a complex issae an

ing a hijack. The reason that we do not specify latency in figne
that it is highly dependent on how frequently the detectimbmg
messages are sent and there is a trade off between how faahwe ¢
detect v.s. how much measurement traffic overhead we generat
This is best decided by the implementer.

Figure 8 shows the distributions of the detection latencyirfe
postures and interceptions. We observe that it takes fevear 9
hop count measurements to detect impostures. The avertge de
tion latency is 6.06~ 7.38 measurements for different detection
thresholds. Compared to imposture, the detection lateoicynf
terception is even shorter since interception usuallydeadnore
significant hop count changes. As shown in Figure 8(b), tlee-av
age detection latency is 4.466.12 measurements.

Multiple Monitors. In the above experimental results, a hijacking
is detected as soon as there is at least one monitor thattsegpor
hijacking alarm. Intuitively, the more monitors reportihgacking
alarms for a target prefix at the same time, the higher cordiglen
we have in believing that it is a real hijack. So it is intemegtto
explore, for imposture and interception, how many hijagoréng
monitors are statistically required to conclude that adkijmdeed
has succeeded. Figure 9 shows the CDF of the ratios of menitor
which report the hijacking by varying detection threshold&he
ratios are presented for both imposture and interceptisesaf-
ter hop count change detection and after both hop count ehang
and AS path disagreement detections. We observe that, e lo
the thresholds are, the more likely that multiple moniteqsart hi-
jacking both imposture and interception cases. This isisterg
with the observation in Table 1. Although there can be a poten
tial benefit of using multiple monitors in detection, simphtting a
threshold on the number of monitors which report a hijacldlagm
does not necessarily assure high confidence on detectioltsres
every attack case. It is possible that a hijacking is notblésto
some monitors (e.g., those monitors are “closer” to theetapge-

fix than the hijacker, and thus not affected by the hijacks), /.

is among our future work.

Furthermore, we have found that on average more monitors de-
tect interceptions than impostures. This is because iepdions
more likely lead to more increase in the hop counts. Thismwhase
tion is also consistent with the conclusion in Figure 6.

6. DISCUSSIONS AND FUTURE WORK

Granularity of Detection. The granularity of detecting possible
hijacks by our scheme is at the prefix level. One possible foirm
hijacking is for attacker to announce a route to a subnetinvith
publicly announced prefix and use it for spam and phishings Th
allows an attacker to gain routed address space in a faithacer
able way. Our current scheme might not be able to detectythées t
of sub-prefix hijack unless that individual sub-prefix is ntored.
Because ISPs currently prohibit any subnet of a /24 prefixeto b
announced publicly, /24 prefix is the smallest unit that carhb
jacked. One possible solution to the sub-prefix hijackingofgm
is to sample more /24 prefixes within a target prefix to inceehs
likelihood of detecting such malicious behavior. On thesothand,
hijacking a super-prefix (i.e., a supernet of one or more iplybl
announced prefixes) can only succeed on bogon prefixespfiee.,
fixes that are not allocated) because the Internet routiptiesthe
longest prefix matching. This can be easily detected by tetec
bogon prefixes.
Counter Measures.Two important metrics used in our scheme for
hijacking detection are the hop count distance from a monit@
target prefix and AS paths from a monitor to a target prefix &énd i
reference point. A sophisticated attacker, since it hazkgd the
traffic flow, may try to masquerade this information to hidgon
ing attacks from being detected. We now discuss briefly hav th
attacker may counter these measurements and how that neay aff
our detection scheme.

To counter the hop count measurement, the most obvious thetho
is for the attacker to modify the TTL value in the IP headerefEh
are basically two kinds of modifications the attacker cariquer.
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Figure 9: Detection ratio among monitors: (a) imposture (b)interception

The first is to mimic the before-attack network location dof thr-
get prefix. This may be effective for blocking the view of aglen
detection monitor if the attacker knows the location of thenitor.
However, in our scheme, multiple monitors are measuringahe
get prefix simultaneously. Unless the attacker knows thatioes
of all the monitors and the correct hop count distances floese
monitors to the target prefix, it is unlikely for the attackemimic
the TTLs so the network location change of the target prefinois
detected by any of the monitors. Of course the attacker nsy al
randomly change the TTL value in IP header so that the detecti
scheme may observe a lot of noise. This kind of behavior ahang
itself constitutes changes and should be taken as an egpiivial
network location change as well. When this occurs, togettlitr

a positive result of AS path disagreement test, it can begmnéar
generating hijack alarm.

Fortunately for AS path disagreement tests, the attackarata
fake the AS path from the monitor to the reference point of the
target prefix because that traffic is not hijacked. For the A% p
to the target prefix, the hijacker can not affect the corressnof
portion of path that is before the hijacker either. This joortof

deployment very much like the popular peer-to-peer systBifi.
ferent from the traditional P2P system, where the collatmma
are among individual nodes, our peering relationships eabuit
based on prefixes. Each prefix may provide a monitoring servic
to other peers, while receiving the monitoring service frotiner
prefixes by applying the monitor selection algorithm in 8ect.

In this approach, some interesting problems emerge. Fongea
how does a prefix trust its monitors? How can a malicious moni-
tor be prevented from collaborating with a hijacker or flowpthe
peer-to-peer monitoring network with false hijacking ata? How
can the monitoring load among different monitors be baldfice
With a real deployment in place, it would be also useful tdtfer
quantify the extent of the prefix hijacking problem on theshniet.

All of these leave us with an interesting future work.

7. RELATED WORK

Existing proposals to the IP prefix hijack problem can be cat-
egorized into two broad categories: crypto and non-crypiged.
Crypto-based solutions, such as [32, 3, 11, 25, 16, 6, 3dqlire

the AS path is likely already enough to produce enough AS path BGP routers to sign and verify the origin AS and/or the AS path

disagreement. Thus, the AS path disagreement test resusititia
be trusted.
To sum up, in practice, it is not very easy for the hijacker to

to reject false routing messages as soon as they are detbated
the signature generation and verification have significangaict
on router performance. Non-crypto proposals such as [9384,

counter all of the hop count and AS path measurements of our 15, 28] require changing router softwares so that inter-A&rigs

scheme. This is an advantage of using a distributed mutiiagge
point approach. As part of our future work, we will continue t
investigate other counter measures that attackers magHaamd
how to suppress them.

Network Distance Metrics. Hop count is not the only choice in
measuring network distance. Another potentially applieabetric

is end-to-end latency. The basic idea is similar: monitefsort
hijacking alarms by detecting significant changes on thenkat
characteristics between themselves and the target prefom-C
pared with hop count, end-to-end latency measurement dehar
for hijacker to evade. However, the egregious noise in tlikten
end latency measurement caused by congestion and netvagk us
makes hijacking detection more difficult, probably requirimore
complicated signal processing technologies. We will eseplihe
feasibility of using end-to-end latency measurement asqfaur
future work.

Deployment. There are various ways to deploy our detection
scheme on the Internet. A content distribution company eesilye

deploy this scheme. Because our scheme is a data plane schemelo, 4].

a more interesting deployment is an incremental and caltdbve

are supported [9, 28], stable paths are more preferred [§4 ot
additional attributes are added into BGP updates to fatglitletec-
tion [36]. All the above proposals are not easily deploydtgleause
they all require changes to router software, router cordigom, or
network operations, and some require public key infrastires.

There are some existing proposals [18, 23, 19, 30] that only d
passive monitoring and thus are deployable, but they ofidfiers
from high false positives. [23, 19] monitor the origin AS(e§the
target prefix from RouteViews or RIPE, and then notify thefigre
owner about the changes via email [23, 19]. Because hijgdkin
often not distinguishable from legitimate routing changess up
to the prefix owner to determine which is the case. [18, 30tkhe
the routing registry data to see whether geographic locatfdhe
target prefix changes [18] or whether the routing updatearomfo
prefix origin information and the routing policy [30] but theuting
registry data can be outdated and inaccurate.

Recently, utilizing data plane information together witmtrol
plane information in hijacking detection is gaining attent[32,
ThelListen approach in [32] determines whether a tar-
get prefix is blackholed by checking whether the prefix has any



complete TCP sessions. [4] conducted postmortem analfypigo
fix interception in the Internet by comparing the AS-levelcer-
oute [22] to the target prefix with the BGP path to the samexrefi
[10] first detects control plane anomalies using live BGRI$eand
then reduces false positives by checking whether the tamgdéi
shows any inconsistencies in its fingerprints such as HosTC8
timestamp, ICMP timestamptc In contrast, our approach detects
hijacking in real-time using data plane information, witiheelying
on live BGP feeds.

In this paper we used residual TTL as the network location of a
target prefix. We would like to acknowledge that the residUEL
or hop-count has been used in different contexts beforeeXam-
ple, [8] checks whether the residual TTL in BGP updates ag in
legitimate range to make sure they are from expected neighibo
order to defend against DDOS attack against BGP. Anothenexa
ple is [13] which proposes an approach to defend spoofed DDOS
attacks by checking the distribution of the hop counts fréma t
packet sources.

8. CONCLUSION

This paper proposes a light-weight distributed schemedteal-
ing IP prefix hijacks. Different from most, if not all, otherqvious
work on this topic, our proposal detects the hijacking bydtarting
measurements in the data plane.

The design of the detection scheme is based on two key observa
tions we have made on the Internet, hop count stability ang#&B
similarity. Our scheme continuously tests these two asserin a
distributed and light-weight manner, and uses any demaftom
this stability and similarity as the trigger for the hijaclaiams of
the target prefix.

Our scheme has several advantages over the previous higacki
detection schemes: 1) Itis light-weight, detecting witsslprobing
overhead; 2) itis highly accurate in hijack detection withhvery
low false positive and false negative ratios; 3) it can depeefix
hijacking in real-time; 4) it does not require any modificatiof
existing protocols and network infrastructure, makinguitable
for incremental deployment; and 5) it is highly robust innterof
monitoring failure and attackers’ evasion.
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