One of the biggest problems facing online platforms today is the prevalence of so-called “toxic” behavior, such as personal attacks, harassment, and general incivility. While a common computational approach for addressing this problem has been developing algorithms to detect toxicity, we argue that this approach reflects an overly narrow view of online community governance, catering specifically to the use case of platform-driven, centralized content moderation, while overlooking an equally important perspective: that of the communities of ordinary users who interact on these platforms. Therefore, this dissertation takes on the following question: how can technology support members of online communities in having healthier interactions, and thereby proactively prevent toxicity from taking root?

We take a combined social and technical approach to answering this question. From the social perspective, we begin with a close examination of existing practices of online community governance: drawing from literature in diverse fields ranging from computer science to sociology, law, and political science, we identify concrete ways in which online communities proactively prevent toxicity and promote pro-social norms, and conduct interviews to gain more qualitative insights. These insights guide our technical approach: inspired by interview participants’ explanations of how they can intuitively tell whether a conversation might later derail into toxicity, we formalize such derailment fore-
casting as a novel computational task and argue that solving it requires a new class of conversational forecasting models. Finally, bringing together the technical and social aspects, we develop a first-of-its-kind concrete implementation of a conversational forecasting model and evaluate it via an “in-the-wild” user study involving ordinary users in a real online community.

We conclude by looking back on our findings thus far and comparing them with our higher-level, long-term goals for this work. From this comparison, we identify current shortcomings and unanswered questions that should be tackled in future work, and pull in insights from recent developments in machine learning, natural language processing, and computational social science to build a concrete roadmap of next steps.
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CHAPTER 1
AN INTRODUCTION TO ONLINE COMMUNITY GOVERNANCE AND MODERATION

1.1 Online Toxicity: The Problem and Existing Solutions

“Two redditors enter, two redditors leave after accomplishing nothing but getting angry on the internet.”

– Anonymous Reddit user

The above quote from a Reddit comment thread illustrates what has long since become conventional wisdom: social media and the internet, for all they have done to connect us, are at the same time filled with toxicity. With growing awareness of this problem has also come increasing pressure on major online platforms—coming from all corners of society, from politicians to the media to community groups—to do something to stem the spread of toxic content. If we were to ask the average person to imagine the standard process of dealing with a toxic post on Reddit (or Facebook, Twitter, etc.), the scenario in their head would probably look something like this:

A moderator becomes aware of toxic content, and then they take it down.

Indeed, the centralized moderation process described in the above scenario is the most well-known approach to online community governance, as has been

[1]Comment source: https://www.reddit.com/r/SubredditDrama/comments/19fbb54/comment/kjihhfc/
covered in great detail by—among others—Gillespie (2018)’s seminal work on content moderation. But is this whack-a-mole style approach to toxic content, wherein moderators must constantly react to a never-ending stream of toxic content, truly the end-all-be-all of online community governance? Can we imagine alternative scenarios?

Let us begin by proposing one way we can break down the above scenario into its fundamental components. First, there is the question of who is involved: beyond the now-stereotypical concept of a designated content moderator (who is, in the popular conception, almost always a professional worker employed or contracted by the platform owner), are there other figures who might play a key role in combating toxicity? Second, there is the question of what actions the involved figures (be they moderators or somebody else) take in order to combat toxicity. Finally, there is the question of when the above actions take place.

If we apply this framework to the stereotypical moderation scenario we sketched above, this is what we get:

[A moderator (WHO)] becomes aware of toxic content, [and then (WHEN)] they [take it down (WHAT)]

In other words, this scenario arises from assigning “professional moderators” as the who, “content removal/takedown” as the what, and “sometime after the toxic content was posted” as the when. But a survey of the vast literature on online community governance reveals a much larger landscape of other combinations of who/what/when yielding a variety of alternative approaches to managing toxicity in online communities—some of which are already practiced, and others of which are more hypothetical yet ripe with potential.
1.1.1 The “Who” Dimension: Actors Involved in Community Governance

Today, many online platforms take a platform-driven approach to governance, where platform operators directly employ or contract workers to review potentially objectionable content and remove it if needed (Gillespie 2018). This is arguably the model of moderation that the lay audience is most familiar with, as it has been adopted by the most prominent platforms such as Facebook and Twitter, and has been a driving force behind high-profile moderation cases such as Reddit’s 2015 mass ban of hate communities (Chandrasekharan et al. 2017). However, this strategy also suffers from key weaknesses. Chief among these is the problem of scale: the large amount of content being generated on major online platforms makes it infeasible for moderators to handle all content needing review in a timely manner (Gillespie 2020), and results in a high workload and stress for the moderators (Roberts 2014).

Though the platform-driven approach may be dominant in today’s Web, its ascendancy was by no means a foregone conclusion: early online communities, with their decentralized ethos, tended to instead prefer a bottom-up, community-driven model (Dibbell 2005; Lampe and Resnick 2004). As of late, community-driven governance has seen a renewed surge in interest in light of the shortcomings of platform-driven moderation (Brewer et al. 2020; Seering 2020; Zhang et al. 2020a), and it remains the method of choice in smaller, interest-specific communities—for example, Twitch livestream communities (Lo 2018; Cai and Wohn 2019) and the topical groups on Reddit known as “subreddits” (Dosono and Semaan 2019; Chandrasekharan et al. 2018; Gilbert 2020). Community-driven governance practices can be further subdivided as roughly falling into
two categories: volunteer moderators and ordinary user involvement.

One common approach to community-driven governance mimics the centralized model of platform-driven moderation, granting the authority to review and remove content to a core group of volunteer moderators, who are not platform employees but rather regular community members who have stepped up to the task (Dosono and Semaan 2019; Geiger and Ribes 2010; Lo 2018; Seering 2020; Wohn 2019). While volunteer moderators are conceptually similar to platform-employed moderators in terms of their administrative powers and workflow, their status as actual members of the communities they moderate can be a unique advantage: they may receive a higher level of trust and connection from the community, unlike platform-employed moderators who are seen as outsiders (Seering 2020), and their inside knowledge of community norms and dynamics can help them negotiate harder, more nuanced disputes (Turnbull 2018; Chandrasekharan et al. 2018; Shahid et al. 2024). On the other hand, like their platform-employed counterparts, volunteer moderators face the problem of scale, and the resulting problems of overwork and stress are exacerbated by the fact that volunteer moderators are doing this work in their free time, not as their full-time job (Dosono and Semaan 2019; Wohn 2019).

As such, online communities have sought strategies to mitigate the problem of uncivil behavior outside the framework of centralized moderation, thereby decreasing the burden on moderators. This has led to a second family of approaches which aim to involve ordinary users in the everyday governance of their communities (Kiesler et al. 2012; Seering 2020). In contrast to moderator-centric approaches, tools and policies that involve ordinary users in the governance process tend to be less authoritative in order to prevent the risk of misuse.
(e.g., ordinary users should not have the ability to remove someone else’s content), and are instead softer and smaller in scope. One particularly common way to involve ordinary users in community governance is to allow them to vote on whether a piece of content constitutes a valuable contribution to the community; content that receives too many negative votes can then be automatically de-prioritized or hidden (Lampe and Resnick, 2004; Mamykina et al., 2011; Chandrasekharan et al., 2018; Papakyriakopoulos et al., 2023). Even more limited in scope is the personalized blocklist (Geiger, 2016; Jhaver et al., 2018b), which allows users to specify that they do not want to see content from specific other users in their personal feed, but does not otherwise impact that content on the rest of the platform. Finally, as a bridge between ordinary users and moderators, some platforms allow users to flag content that they find objectionable; this action does not have any immediate effect on its own but places the flagged content in a queue for moderators to make a final decision on it (Crawford and Gillespie, 2016; Kou and Gui, 2021).

1.1.2 The “When” Dimension: How Soon Can We Take Action?

While content removal is a widely studied and practiced strategy, it also comes with an inherent weakness: because it involves taking action against toxic content that has already been posted, the offending content has an opportunity to be seen and to spread before moderators are able to take action (if they ever do at all). In the meantime, this can harm users exposed to the toxic content, in addition to harming the platform by preventing or distracting from productive discussions. Although this common reactive paradigm is admittedly better than doing nothing at all, some have advocated that a more effective way to protect
Isn't the updated plot synopsis too explicit now? Anyone reading this article will immediately find out the plot twist.

Wikipedia policy is to not use spoiler warnings, nor to omit significant information about a work of fiction.

Policy? Seriously? You’re robbing people of the enjoyment of watching the series. Please remove the spoilers.

No. This is an encyclopedia, not some fan site. All articles are there to be full and complete.

Wow, you’ve lost all touch with reality...you have your head up your a**. Ever think about the people who use your "encyclopedia", you a******?

The proactive paradigm aims to ensure that the conversation continues to remain on a productive or friendly track instead of turning toxic, e.g., through the use of soft strategies to promote pro-social behavior.

The pre-screening paradigm has moderators hold each comment in a queue, requiring explicit approval before it can be publicly viewed.

The reactive paradigm takes action after a toxic comment has been posted, e.g., by removing the comment or imposing sanctions on its author.

Figure 1.1: Three paradigms of online community governance that vary along the when dimension, exemplified in the context of a conversation between two Wikipedia editors that eventually derails into a personal attack (orange).

Online communities from harm is to reduce the amount of toxic content that gets posted in the first place (Kiesler et al., 2012; Grimmelmann, 2015). This goal has motivated work on a number of alternative paradigms which involve taking action earlier in the lifecycle of an online interaction (illustrated in Figure 1.1).

In the current media environment, one alternative to the reactive paradigm which has occasionally been attempted is pre-screening, which stipulates that content must be reviewed and explicitly approved by moderators before it appears on the platform (Kiesler et al., 2012). This approach, hearkening back
to the days of traditional pen-and-paper media, is still employed by a handful of platforms such as the *New York Times* comment section. Additionally, there has been work on hybrid automatic/human systems for comment pre-screening (Park et al., 2016). However, most platforms avoid this strategy because it raises a host of practical issues. Pre-screening is highly labor intensive, and scales poorly as a platform grows: for example, even with the help of algorithmic pre-screening, the *New York Times* currently only allows comments on top stories for 8 hours during weekdays. Moreover, pre-screening prevents real-time interaction between users on a platform by introducing a delay between users submitting content and that content appearing on the platform while moderators review it. Finally, pre-screening has been subjected to criticism on the grounds of suppressing free speech (Gillespie, 2018).

Consequently, recent work in online community governance has advocated for going even further: online communities should aim to discourage the creation of toxic content in the first place, rather than waiting to eventually remove it or screen it out. This goal can colloquially be thought of as helping users to bear in mind the human being on the other side of the screen, by fostering community norms that reproduce or stand in for the norms and social signals that typically serve to discourage toxicity in face-to-face settings (Bichieri, 2016) (as famously depicted in humorous fashion by the comic in Figure 1.2). This paradigm is sometimes described as proactive (Lo, 2018; Seering, 2020; Seering et al., 2017; Cai et al., 2021), in contrast to the previously described reactive paradigm which covers strategies like post-hoc removal of toxic content.

In practice, perhaps the most common type of proactive strategy currently employed is the use of deliberate choices in platform design aimed at promoting

pro-social behaviors. These have a long and established history in social computing; now-common design choices such as activity indicators (Erickson and Kellogg, 2000) and explicitly listed rules (Kiesler et al., 2012) were initially developed as measures to encourage the development and adoption of pro-social norms within online communities. More recent developments in this direction include limitations on community size or rate of participation (Grimmelmann, 2015), codes of conduct designed with community input (Li et al., 2021), and user interfaces that draw on insights from psychology to prime users towards empathy (Taylor et al., 2019).
That said, static design choices can only go so far, and so as platforms have grown and evolved, they have developed more dynamic strategies for proactive community management. For instance, a natural development from static listing of rules involves sending explicit reminders of community rules specifically in high-impact situations, such as when welcoming newcomers (Halfaker et al., 2011b; Seering et al., 2019b). As a further step from this, recent work has looked at how volunteer moderators can model good behavior in their own interactions, as a way of implicitly signaling to the community what proper behavior looks like (Jagannath et al., 2020; Seering et al., 2017).

1.1.3 The “What” Dimension: What Action Can be Taken?

The standard combination of “professional moderators” in the who dimension and “after toxic content is posted” in the when dimension somewhat constrains the third dimension, that is the action space of what can be done. While the most common—or at least the most prominent—answer is content removal, other reactive strategies often employed by professional moderators include limiting the visibility of toxic content rather than removing it outright (Lampe and Resnick, 2004), and temporarily or permanently banning the authors of toxic content from the platform (Chang and Danescu-Niculescu-Mizil, 2019a; Jhaver et al., 2021). Some platforms also combine these two approaches and limit content visibility on a user-specific basis, allowing the blocking of content from known bad actors (Jhaver et al., 2018b)—a practice sometimes referred to as “shadowbanning” (Delmonaco et al., 2024).

Volunteer moderators, on the other hand, arguably have a larger range of ac-
tions available to them, including a number of proactive strategies. This arises from the fact that—unlike most professional moderators—volunteer moderators are by definition part of their communities, and many will continue to participate in conversations and other informal interactions (Wohn, 2019; Lo, 2018). Volunteer moderators must therefore balance their “dual identities” as both regular community members and authority figures. Different ways of managing this balance will result in different conceptions of one’s role and purpose as a moderator; in interviews, volunteer moderators have described their work with metaphors that range from the formal (“police”, “governor”, “manager”) to the informal (“team member”, “facilitator”, “adult in the room”) (Seering et al., 2020). This diversity in attitudes towards moderation naturally leads to a diversity in employed methodology. While many volunteer moderators can and do wield the authority to take harsh reactive measures such as removing content (Gilbert, 2020; Jhaver et al., 2019a) or suspending users (Lo, 2018; Chang and Danescu-Niculescu-Mizil, 2019a), they often express a preference for softer, social approaches to proactively keep the community in line (Seering et al., 2019b). Examples of such soft strategies include publicly modeling good behavior (Seering et al., 2017; Cai et al., 2021), educating users about the rules (Cai and Wohn, 2019), and mediating disputes (Billings and Watts, 2010).

Meanwhile, ordinary users by definition lack access to formal moderation tools (other than specifically user-facing tools like reporting mechanisms and blocklists) and therefore can only rely on soft strategies if they want to combat or prevent toxicity. Yet despite this limitation, the ordinary users within an online discussion are arguably the most well-positioned to prevent toxicity within the discussion, as they are the ones steering the direction of the discussion, and the fact that they are already participating may allow them to act more quickly.
than a moderator coming in from the outside. One notable way in which ordinary users in online discussions have leveraged their unique positioning to fight toxicity is “counterspeech”, in which users combat hateful posts and comments by posting a reply or competing post that aims to rebut the hateful narrative (Chung et al., 2019; Mathew et al., 2019) and proactively prevent other users from turning hateful (He et al., 2022). Recognizing the privileged role ordinary users may play in keeping their discussions on a healthy track, an emerging line of research is looking into how to design technical and interface-level interventions to encourage users to keep their discussions civil (Kriplean et al., 2012b; Seering et al., 2019a; Argyle et al., 2023).

1.2 Our Contributions

Today’s approaches to applying technology to help with online community governance largely take the form of algorithms for detecting toxic content (as we will discuss in detail below in Section 1.2.1), which can be used to supplement professional moderators in taking down such content reactively. Yet as we have seen in Section 1.1 there is far more to the landscape of online community governance than just reactive strategies undertaken by professional moderators. It is worth asking, then, whether algorithmic tools have the potential to empower other types of paradigms—in particular, proactive strategies that can be undertaken by both volunteer moderators and ordinary users.

This dissertation, then, is focused on addressing this question. We broadly proceed in three steps (visualized in Figure 1.3): first, we must more thoroughly examine the workflow of both volunteer moderators and ordinary users who
Figure 1.3: A visual overview of our joint social and technical research agenda, showing the different components drawing from different subfields, and how these components interact with each other.

engage in various proactive strategies for preventing toxicity, so that we can identify concrete needs that algorithmic tools could help with. Second, we must determine what algorithmic methods can be deployed to address those needs—and where technological gaps exist, we must fill them in by innovating new methods. Finally, we must evaluate the impact of the resulting algorithmic solutions on actual online communities, with a focus on understanding to what extent they actually meet the needs of volunteer moderators and ordinary users, and to what extent they still fall short.
1.2.1 Motivation: The Promise and Limitations of Algorithmic Assistance

Multiple studies on content moderation have identified a problem of scale: even if toxicity is a small fraction of all content that gets posted, the sheer size of modern online platforms, together with the relatively small number of moderators present on most platforms, makes it infeasible for human moderators to keep up with all the toxic content that gets posted (Dosono and Semaan, 2019; Lo, 2018; Wulczyn et al., 2017; Gillespie, 2020). This has led to mental strain and burnout among moderators (Dosono and Semaan, 2019) and has directly inspired calls for the development of technological assistance to reduce the burden on human moderators (Wohn, 2019). As Gillespie (2020) writes, “the strongest argument for the automation of content moderation may be that, given the human costs, there is simply no other ethical way to do it, even if it is done poorly”. Technological responses to this call have ranged in complexity: basic tools include simple word-based filters (Wohn, 2019; Lo, 2018; Chancellor et al., 2016) and blocklists (Jhaver et al., 2018b), while more advanced systems attempt to use machine learning and natural language processing techniques to automatically identify toxic content (Wulczyn et al., 2017; Nobata et al., 2016; Gambäck and Sikdar, 2017).

Regardless of the choice of technical backend, most algorithmic tools are specifically targeted towards (professional or volunteer) moderators within reactive or pre-screening paradigms. A common use case is to apply the filter or classifier to content that has already been submitted for public posting; while in rare cases this can be applied as a pre-screening approach where the filter automatically blocks certain submitted content from getting posted (usually in-
volving high-precision filters that look for hand-chosen terms known to cause problems in a specific micro-community) (Wohn, 2019; Lo, 2018), the more common application is to use the filter or classifier to flag content for review by human moderators (allowing the content to stay public in the meantime) (Lo, 2018; Chandrasekharan et al., 2019; Jhaver et al., 2019; Geiger and Ribes, 2010), who may then decide to (reactively) remove the content and/or impose other penalties.

Although technology companies have been publicly optimistic about the potential for such algorithmic tools to “fix” toxicity and other problems facing moderators (Katzenbach, 2021), there is plenty of cause for doubt that today’s algorithmic tools are up to the task. At a basic technical level, audits of these tools have shown they still have much room for improvement when it comes to accurately detecting toxic content (Cao et al., 2023). To make matters worse, such inaccuracy is not equitably distributed, with multiple experiments having demonstrated that algorithmic toxicity classifiers reproduce and amplify societal biases against underrepresented and underprivileged groups (Davidson et al., 2017; Park et al., 2018; Wiegand et al., 2019; Sap et al., 2019; Zhang et al., 2020b). But this is more than just a technical issue that can be solved with better models or more data—the very task of “toxicity detection” faces problems inherent to its setup. When thinking about the higher-level goal of creating healthier online communities, it becomes clear that toxicity is only one part of the problem; more subtle behaviors such as dogwhistles (Mendelsohn et al., 2023), faux-good-faith questioning a.k.a. “sealioning” (Johnson, 2017), and other kinds of “veiled” attacks (Han and Tsvetkov, 2020) all threaten community health and create a less welcoming and inclusive environment, despite not being overtly toxic. Indeed, “toxicity” is not even a well-defined notion, be-
ing heavily dependent on cultural and social context (Sheth et al., 2022), making it unclear whether it is even possible to rigorously formulate toxicity detection as a straightforward labeling task.

What, then, is to be done? We believe that the answer lies in going beyond the perspective of reactive, platform-driven moderation. As we have outlined, online community governance encompasses a much wider world of practices, and it stands to reason that if our goal is to improve online communities, then such work should naturally start from a community-level perspective (Hasenoff and Schneider, 2022). To be clear, we do not claim this to be a cure-all for the problems described above—algorithmic systems will still suffer from problems like bias and misalignment with societal values, regardless of whether they are deployed in a reactive platform-driven context or a proactive community-driven one. But when we consider what these different approaches offer in terms of responding to and handling cases of error and bias, the community-driven approach appears to offer clear benefits: it distributes power and responsibility across the whole community rather than concentrating it in the hands of platform owners, thereby having the potential to accommodate more nuance and to rapidly adapt to shifting social norms and values. Through our joint technical and social approach (Figure 1.3), this dissertation aims to lay the early groundwork for such an approach, identifying the problems that need to be solved and innovating new technical approaches to solving them.

1.2.2 Organization

The rest of this dissertation is organized along the aforementioned three steps.
In Chapter 2, we take a deeper look at proactive strategies for preventing toxic outcomes, from two perspectives: that of volunteer moderators and that of ordinary users. From the moderators’ perspective, we aim to both qualitatively understand how they reason about toxic outcomes and effective strategies to prevent them, and to more quantitatively examine the practical challenges they face in doing so. Likewise, from the users’ perspective, we wish to characterize the process by which toxic outcomes arise even among well-intentioned users who legitimately desired to have a friendly or constructive discussion—a process that we refer to as conversational derailment and that represents a core focus of our work. We synthesize these findings to arrive at a preliminary picture of what algorithmic assistance would need to be capable of in order to help with proactive strategies—namely, we identify a need for novel algorithmic models that can follow online discussions in real time and track their trajectory, so that discussions at risk of derailing into toxicity can be identified.

In Chapter 3, we formalize the modeling task that we had derived from the findings in the preceding chapters. Inspired by foundational work in sociolinguistics, we hypothesize that specific linguistic phenomena may underpin the process of derailment into toxicity, and posit that algorithmically identifying these phenomena may enable successful prediction of future derailment—a novel task within the broader category of “conversational forecasting”. Using classical techniques from natural language processing, we establish the feasibility of this task. We then follow up in Chapter 4 by describing the practical barriers that must be overcome to go beyond the proof of concept and build conversational forecasting models that are actually useful to moderators and ordinary users. We introduce a first-of-its-kind model, CRAFT, that addresses these practical challenges.
Finally, in Chapter 5 we describe preliminary work on understanding the role that models like CRAFT can play in a real online community setting. To achieve this, we build user-facing tools powered by CRAFT and evaluate them via user studies, which involved real moderators and users from two online platforms, Wikipedia and Reddit. We show early evidence that this approach has the potential to reduce toxicity and promote pro-social outcomes—while also acknowledging that there remain numerous open questions for future work to tackle, as we lay out in Chapter 6.
CHAPTER 2
ONLINE COMMUNITIES’ STRATEGIES FOR PROACTIVELY PREVENTING TOXICITY

2.1 Introduction

Addressing toxicity is a major focus for many online communities (Chan-
drasekharan et al., 2017), as toxicity hinders the exchange of ideas (Arazy et al., 2013) and takes a significant emotional toll on community members who are exposed to it (Ashktorab and Vitak, 2016; Jhaver et al., 2018a). Traditionally, platforms attempt to address this problem through reactive moderation (see 1.1.2), in which volunteers from within the community (Seering, 2020) or professionals employed by the platform operator (Gillespie, 2018) aim to identify and remove “bad actors” and “objectionable content”. Substantial efforts are focusing on scaling up this paradigm through automation or algorithmic assistance, an enterprise which has proven to be both technically and ethically challenging (Grimmelmann, 2015; Gillespie, 2020; Katzenbach, 2021; Gorwa et al., 2020).

This common paradigm, however, does not account for the fact that toxic behavior in online communities is not solely the product of “bad actors”—who are generally a minority within their communities (Kumar et al., 2018)—but can instead often emerge from ordinary users when they find themselves in particularly heated or tense situations (Cheng et al., 2017). In fact, in many settings the vast majority of individuals on a platform are well-intentioned, in the sense that their purpose for being on the platform is simply to consume interesting content and engage in good faith with other community members (Srinivasan et al., 2019; Gilbert, 2020; Weld et al., 2022). This viewpoint forms
the foundation of the alternative proactive approaches discussed in 1.1.2: given that well-intentioned users do not explicitly intend to engage in toxic behavior, they may be receptive to proactive interventions meant to counter the effects of heated or tense situations so that the discussion can be kept civil, productive, and generally on-track.

That said, proactive interventions are also much more informal than classical reactive moderation, and encompass a wide variety of “soft strategies” rather than any specific prescribed workflow. Therefore, an important starting point for any computational work on proactive interventions is to first characterize what these interventions look like in practice, in terms of what strategies are employed and when. Accordingly, this chapter explores in-depth what proactive interventions look like from the perspectives of both volunteer moderators and ordinary users. We achieve this by both synthesizing prior work on this topic and conducting our own qualitative interviews.

**Note on source material.** This chapter adapts and synthesizes material from [Schluger et al. (2022)](http://schluger.org) and [Chang et al. (2022)](http://chang.org).

### 2.2 Background and Related Work

Two lines of prior work in computational social science and human-computer interaction are relevant to our goal of understanding the strategies underlying proactive interventions. One line of work focuses on the moderator perspective, examining the often-overlooked proactive steps that volunteer moderators take to maintain civility norms within their communities. Another line of work studies how technical interventions at the user interface level can be targeted.
towards end-users to proactively discourage them from toxic behavior.

2.2.1 The Proactive Work of Volunteer Moderators

As noted in [1.1.2] volunteer moderators’ dual identities, as both authority figures and regular community members, change the dynamics of their moderation work when compared to their professional, platform-employed counterparts. In interviews conducted by Seering et al. (2020), volunteer moderators described themselves as playing a diverse set of roles within their communities: on the one hand, they describe themselves as “mediators” or “police” in a nod to the fact that they are given substantive authority to enforce community rules much like professional moderators do, but on the other hand they also view themselves as “team members”, “facilitators”, “representatives”, and “protectors”—metaphors that point to a sense of camaraderie and connection with their communities. Other work has used a parent-child metaphor as framing for this rather unique relationship (Shahid et al., 2024).

In addition to balancing multiple identities, volunteer moderators must simultaneously balance multiple possibly conflicting goals. As Grimmelmann (2015) observes, moderators generally hold openness as a core value for their communities—such that anyone can contribute freely—but they also tend to value productivity—which may require cracking down on certain kinds of contributions that impede collaboration and teamwork, such as toxicity. Likewise, Lo (2018)'s interviews with moderators reveal how they must regularly navigate keeping their communities regulated enough to remain safe and welcoming, but unregulated enough to feel spontaneous and fun.
This unique positioning of volunteer moderators within their communities simultaneously motivates and enables their efforts to proactively maintain social norms and prevent toxicity. Such proactive steps range in complexity and scale. At a broad, community-wide level, volunteer moderators may publicly model good behavior and conflict-resolution strategies in hopes that their fellow community members will follow suit (Jagannath et al., 2020; Seering et al., 2017), and broadcast general reminders about community rules (Cai and Wohn, 2019; Cai et al., 2021). At a more targeted level, volunteer moderators may choose to intervene in particularly sensitive or high-impact situations: for instance, personally going over the community’s rules and norms with newcomers (Morgan and Halfaker, 2018; Seering et al., 2019b), fact-checking posts containing misinformation before they have a chance to spread and possibly cause conflict (Shahid et al., 2024), and mediating disputes that arise between different parties within the community (Billings and Watts, 2010).

Among the more targeted proactive intervention strategies, one in particular has recently picked up increasing interest: volunteer moderators actively monitor ongoing conversations in order to proactively prevent them from turning toxic or, at least, to be in a position that allows them to mitigate the effects of toxicity in a timely manner (Lo, 2018; Seering and Kairam, 2022). Unlike the more generic strategies discussed above, this requires substantial time and effort on behalf of the moderators due to the high volume of conversations they may need to actively monitor, and thus scales poorly. As such, recent work has advocated for offering algorithmic support for this strategy, proposing that predictive algorithms could be used to identify “at-risk” discussions that may be in need of monitoring, thereby helping moderators focus their finite attention where it is mostly likely to have an impact (Seering et al., 2019b; Jurgens et al., 2021).
Exploring this possibility comprises one core focus of our present work.

2.2.2 Well-intentioned Users and Conversational Derailment

As we have noted above, a key challenge for volunteer moderators seeking to proactively monitor at-risk discussions is knowing which discussions are at-risk. Moderators have reported that they tend to, over time, build up an intuition for when a currently civil discussion is in danger of turning toxic (Tiffany, 2019)—a key phenomenon we refer to as conversational derailment. Yet such intuition remains somewhat vague, leaving unclear the precise mechanisms by which conversations derail. To gain a deeper understanding, we must examine this phenomenon from the perspective of the users themselves: why is it that well-intentioned users, who are acting in good faith and do not explicitly seek to be toxic, can nevertheless end up acting toxic in initially-civil discussions?

An answer to this question begins to emerge from Cheng et al. (2017)'s pioneering study on antisocial behavior in online communities. Cheng et al. found that under the right circumstances, in their words, “anyone can become a troll”. They specifically identified three types of factors that can lead even well-intentioned users to behave like trolls (i.e., in toxic ways). First, they point to the influence of offline factors: a user may simply be in a bad mood when posting a reply. Second, they find evidence that conversational context can also drive future toxicity, with properties like existing negative sentiment or high number of downvotes establishing an overall tone that is conducive to toxicity. Finally, they formalize a model for tracking the contagion of toxicity, showing that toxicity, left unchecked, can spread from user to user. Subsequent work
has provided further evidence for these findings; for instance, studies of online gaming communities, infamous for their toxic culture, have shown similar findings regarding the spread of toxicity through context and contagion (Kou, 2020; Shen et al., 2020).

Other work has shed light on additional factors that may contribute to well-intentioned users crossing the line into outright toxic behavior. Kumar et al. (2018) points to the negative influence of echo chambers, which can over time radicalize users to become more prone to conflict and confrontation, especially when interacting with other users from outside the echo chamber. McKee (2002) qualitatively argued that miscommunication between users can drive conflict that turns toxic, showing examples of forum posts that were intended to be innocuous but, for reasons ranging from ignorance to cultural gaps to simply bad wording choice, were (reasonably) perceived as inflammatory by other users. Our own work has subsequently found quantitative evidence for this miscommunication effect, finding that social media comments which were intended to share a fact but (mis)perceived as sharing an opinion are more likely to be followed by toxic replies (Chang et al., 2020a).

Promisingly, however, the fact that a well-intentioned user is led to toxicity once due to contextual or situational factors does not imply that they have been permanently transformed into a troll. Indeed, interviews with users who got penalized by moderators for toxic behavior reveal that many may express regret after the fact (Jhaver et al., 2019a). While this could cynically be interpreted as merely regret over being caught, our work has found evidence that this is not the case: in a study of the long-term outcomes of Wikipedia editors who were temporarily blocked for engaging in personal attacks against fellow editors, we
found that those who expressed remorse for their actions (e.g., in communications with the administrator who blocked them) were less likely to later have a repeated offense when compared to editors who instead expressed anger or frustration over “unfair” moderation, suggesting that such remorse is sincere (Chang and Danescu-Niculescu-Mizil, 2019a).

The latter finding also points to the possibility that carefully designed moderation policies can help discourage well-intentioned users from turning toxic, by fostering a sense that moderation is fair and on the side of the users. Subsequent work has found both qualitative and quantitative evidence to support this hypothesis: Shahid et al. (2024) finds that volunteer moderators in WhatsApp groups have found success by being more transparent about their moderation, while Weld et al. (2024) finds that when moderators are more engaged with their communities, users tend to have more positive sentiment towards moderation.

2.3 Methods

This chapter aims to build upon prior work on the dynamics of toxic behavior among well-intentioned users and effective strategies for managing it, by gleaning insights from interviews with moderators and end users alike. We conduct interviews in two settings whose userbases are reflective of the ideal of well-intentioned users: Wikipedia Talk Pages and the Reddit debate forum ChangeMyView.
2.3.1 Experimental Settings

Wikipedia Talk Pages

While Wikipedia is primarily known as an online encyclopedia, it also plays host to a vibrant community of editors who continually write new articles and improve existing ones. To support this community, Wikipedia has a feature known as talk pages: special pages on which editors can discuss a particular article or Wikipedia policy, or simply unwind with casual conversation. Every Wikipedia article has an associated talk page, on which editors can discuss proposed edits to the article [Kittur and Kraut 2008]. In this collaborative, goal-driven discussion environment, toxicity is particularly impactful, threatening the health of the editor community and disrupting productivity [Henner and Sefidari 2016; Kittur et al. 2007].

Moderation of Talk Page discussions is community driven [Seering 2020]: the Wikipedia community elects administrators with broad technical powers on the platform such as deleting articles or blocking other users. A subset of these administrators choose to engage in discussion moderation. We note that there is no formal designation distinguishing discussion moderators from the rest of the administrators, and that discussion moderation practices (e.g., when a personal attack is subject for removal) are left largely at the discretion of these administrators.


3In addition, the community grants an elected committee of arbitrators even broader powers to impose binding resolutions in order to resolve particularly severe disputes on Wikipedia, including but not limited to disputes in discussions [https://en.wikipedia.org/wiki/Wikipedia:Arbitration](https://en.wikipedia.org/wiki/Wikipedia:Arbitration).
Taken together, the goal-driven nature of Wikipedia Talk Page discussions and the large degree of discretion given to moderators make this a convenient setting for an initial case study of proactive moderation practices. Moreover, we believe the goal-driven nature of the discussions provides moderators with a strong motivation to improve their moderation practices, while the large degree of discretion granted to Wikipedia moderators gives them the freedom to consider and attempt alternative strategies. That said, it is important to note upfront that this setting also imposes some limitations on our work. Given the unique structure and culture of Wikipedia, our goal is not to report findings that generalize to any type of platform, but rather to begin understanding proactive moderation practices in the specific setting of goal-driven online discussions. In the process, we provide a blueprint that other researchers can follow to begin understanding proactive moderation in other types of online communities, both for its own sake and for comparison with this setting.

ChangeMyView

ChangeMyView[^1] is a subreddit centered around good-faith debates, where the premise is that users come in with an opinion that they want to be challenged on, and invite other users to chime in with arguments that might convince them to alter or drop that opinion—that is, to “change their view”. Given that the opinions users may bring to the table can sometimes be controversial, maintaining a culture of good-faith debates requires vigilant moderation, conducted (as is generally the case in subreddits) by volunteer moderators. To this end, the ChangeMyView moderators have over time developed a strict set of rules

[^1]: https://www.reddit.com/r/changemyview
governing what is and is not acceptable behavior— including, most relevantly for our work, Rule 2 which forbids being “rude or hostile to other users”. Similar to our reasoning about Wikipedia Talk Pages, we chose ChangeMyView as an ideal setting for our work because of this focus on good-faith interaction and strong moderation, as well as the fact that it has an established history of research collaborations (Jhaver et al., 2017; Hidey et al., 2017; Wei et al., 2016; Tan et al., 2016).

2.3.2 Interviews

Moderator Interviews

Following a rich line of prior literature that uses interviews to pull back the curtain on moderation practices (Gurzick et al., 2009; Dosono and Semaan, 2019; Wohn, 2019; Chandrasekharan et al., 2019; Seering et al., 2019b), we conducted semi-structured interviews with nine administrators on Wikipedia who engage in Talk Page moderation. Each interview was conducted over Zoom and lasted approximately one hour; we subsequently produced full de-identified transcripts and coded the data using thematic analysis. The interview questions asked participants for their thoughts on the role of administrators in moderation on Wikipedia, the goals of moderation, the ways they moderate proactively, and how they reason about the future of conversations to inform their proactive interventions. The generic script of the interviews is included in Appendix A.

We conducted these interviews with Institutional Review Board (IRB) approval and recruited participants through snowball sampling: by asking each
participant to recommend any other individuals they know who do discussion moderation on Wikipedia. While our interviews provided invaluable direct access to moderators and their domain specific knowledge, this recruitment procedure does impose a potential limitation on our work by potentially biasing our findings to the one branch of the Wikipedia moderator social graph that our sampling procedure reached.

User Surveys

Like the moderator interviews, our user interviews follow a rich line of work that uses surveys to examine ordinary social media users’ experiences with toxicity and moderation (Jhaver et al., 2019a; Weld et al., 2024). Using an online survey, we asked 47 ChangeMyView users about their prior experiences with toxicity (defined as violations of Rule 2) and moderation, including what effects they think toxicity has on discussions, how they personally react to toxicity, and how effective moderation has been in their experience. Our use of an online survey, as opposed to Zoom interviews as in the case of moderators, was both for the sake of scalability and in recognition of Reddit’s much stronger culture of anonymity. The survey was conducted with IRB approval, and the full text of the questions can be found, alongside further details about the execution of the study, in Appendix B.
2.4 Findings

2.4.1 Moderator Goals: Content and Environment

To contextualize our discussion, we start with the broad goals moderators have in our particular domain of Wikipedia Talk Page discussions. Following from the goal oriented nature of these discussions, as discussed in Section 2.3.1 participants highlighted how maintaining civil and productive discussions is not the end goal of their moderation. Rather, keeping discussions civil and functional is a crucial intermediary goal towards their primary goals: maintaining high quality content on the platform—in this case, encyclopedia articles—and maintaining a good environment for editors. As PW6 puts it:

PW6: [When I find a conversation headed downhill] I would not really care about the threads as having the thing go on, I’d care about the article and the environment of Wikipedia. I think those are the two things that I care about.

Discussion moderation is crucial to maintaining these goals: toxicity in discussions contributes directly to a hostile platform environment. Moreover, it can threaten the platform’s content when it pushes editors to give up on editing an article or leave Wikipedia altogether (Wikimedia Support and Safety Team, 2015), or when it prevents or distracts from the conversations necessary for content creation and refinement. This finding corroborates prior work showing how volunteer moderators are motivated by, and must struggle to balance, a variety of goals, as discussed in Section 2.2.1.
A further consideration for moderators is that Wikipedia relies heavily on experienced users to contribute to the articles (Halfaker et al., 2013); when these important content creators act toxic in a discussion, moderators are hesitant to sanction them because of their perceived value in writing articles even though this incivility threatens the Wikipedia environment and alienates other users (Halfaker et al., 2011a; Collier and Bear, 2012). This exposes one way that the dual goals of moderation are in tension on Wikipedia. As PW3 explains:

**PW3**: I do believe that the English Wikipedia as a whole has a civility problem. [...] The community as a whole is far too willing to forgive incivility in the name of well—they’re an experienced administrator or they’re a really good content creator, so we’ll just let them get by or say it wasn’t that bad. And I think that that is not the path to a healthy community in the long term. I mean we have an editor retention problem, we know that. Everybody knows that. And I do think that the civility of the community is a significant part of that.

In their view, moderators’ imbalanced approach to the dual goals of moderation threatens the platform overall, and contributes to the difficulty retaining users—illustrating the hard tradeoffs involved in balancing moderation goals.

### 2.4.2 Proactive Moderation Practices

**Acting Proactively**

Considering the broad goals of moderation on Wikipedia, we move to address one of our main research questions: Do moderators act proactively to prevent
discussions from derailing into toxicity, and if so, what is their workflow?

First, we confirm that moderators on Wikipedia do in fact engage in a variety of proactive moderation strategies. The starting point in their workflow is their ability to foresee whether a conversation is at risk of derailing. If they consider that this risk is elevated, they can further start monitoring it, or even decide to intervene in the discussion to avoid future derailment. For example:

**PW6**: Sometimes I can sit by and see things developing and I might drop by with a comment. I don’t tend to get involved in very big issues and charge in but I will go in and say, ‘This is becoming an inappropriate way of speaking. Let’s talk collaboratively. Let’s talk constructively.’ But do I monitor ongoing discussions for it? I suppose I look at some of the administrator notice boards, but I suppose I actually tend to sit more on the sidelines and watch other people engage in things, and only come in if I felt I had something to contribute or something to say like, ‘Tone this down.’ And there is a good chance somebody else might too.

While moderators have access to formal administrative tools, called sanctions on Wikipedia—such as blocking and interaction bans—proactively imposing any formal sanction is not permitted by Wikipedia’s moderation guidelines and would raise ethical concerns; sanctions can only be used in response to a tangible offense. Therefore, the proactive interventions that moderators can employ are limited to informal moderation techniques.

---

Participants identify a variety of informal strategies they use to guide conversations which they assess to be at risk of derailment. For example, moderators will join a discussion as a level-headed participant in order to refocus the discussion on its original topic. **PW5** explains their strategy:

**PW5**: In some of those cases I just engage as an additional participant rather than in discussion moderation just in order to just try and aid in those methods by bringing the discussion back on to context.

A similar strategy is to leave just one comment in a discussion to acknowledge a growing dispute and try to neutralize it before it gets out of hand and irreparably damages the conversation. Prior work has described this as a moderator acting as a “mediator”, stepping into a conversation facing rising tensions in order to resolve conflicts between clashing discussion participants (Seering et al., 2020). **PW8** explains their strategy:

**PW8**: I’ll just leave a comment being like, ‘Hey guys, I think this might be going off topic,’ and then I’ll give my version of events. So it will be my opinion on it, in a very neutral way where I address each of their concerns. If I do it in a very polite way I think that typically a third party—especially an admin—does put the conversation back on topic.

A different version of this strategy is to remind users of platform rules when moderators anticipate they will be violated. Prior work has described this mode as a moderator acting as a “referee”, working to “resolve disputes by referencing rules or a body of accepted knowledge” (Seering et al., 2020). This can be seen as
a more targeted version of automatic reminders, such as those triggered when interacting with newcomers (Halfaker et al., 2011b). PW4 explains this strategy as they apply it:

**PW4**: When we have [discussions in which there seems to be a significant chance of undesirable behavior arising], periodically we’ll put up notices like, ‘Hey, remember to keep civil, keep your comments about the content of the discussion, not the other editors directly.’

These three interventions show the wide range in the depth of moderator involvement required for different proactive interventions. Joining a discussion as a participant to try to bring it back on track requires contextual knowledge of the conversation topic at hand and continued involvement in a discussion. Similarly, leaving one comment to address the concerns of discussion participants requires contextual knowledge of the conversation and topic at hand, but does not require ongoing engagement. Finally, reminding users of the platform’s policies only requires a prediction of which policies may be violated, while the reminder itself can take the same form across discussions on different topics and does not require continued engagement.

While some participants discuss how their proactive interventions can often bring discussions back on topic and avoid severe derailment beyond hope of repair, other participants describe how proactive interventions can backfire. Even when moderators forgo their formal sanctioning powers in favor of a softer approach, some users may react negatively to what they perceive as a threat of future sanctions. This implication may alienate users and limit the effectiveness of any proactive intervention. PW1 explains:
PW1: I did [proactive interventions in discussions] much more when I was younger. It doesn’t work very well, I think because the idea is if you’re coming in as sort of like an uninvolved administrator, [...] the assumed context is that you’re getting ready to sanction them, which is never as useful as a friendly reminder. If I personally know one of the parties to the dispute, which happens on occasion, I might send them a direct email or a direct message, [...] just to try to hear what’s going on. I found it particularly ineffective to post on Wiki to cool down, or something.

This highlights one specific challenge moderators face when acting proactively: demonstrating to users that they genuinely want to help the conversation remain on track and free of toxicity, rather than arriving early in preparation for future sanctions. This corroborates prior work showing how discussion moderators may shy away from joining discussions despite a desire to do so, because of their role as a moderator (Gurzick et al., 2009). Thus, executing a successful proactive intervention requires a nuanced approach that considers the ways a moderator’s actions will be perceived by users.

Benefits of Acting Proactively

In addition to the established drawbacks of reactive moderation—and the respective benefits of the proactive paradigm—discussed in prior work and elaborated in Chapter[1] our interviews shed light on a further issue: echoing findings from prior work about conflicting goals in moderation (Section[2.2.1], reactive interventions struggle to balance the dual goals of ensuring high-quality content creation and maintaining a positive interactional environment (Section[2.4.1]).
Since the reactive paradigm is only to act after a clear violation of community norms, in this case moderators can and do impose alienating formal sanctions. So, when experienced users who make otherwise valuable content engage in toxic behavior, actions to sanction them—intended to maintain a healthy environment on the platform—alienate them and hence threaten the further development of the platform. On the other hand, protecting these toxic users just because they create good content can cause disruption to the platform environment and alienate other users. **PW7** explains this conundrum:

**PW7**: [When experienced editors clash,] that’s where we, as administrators, sometimes have a very difficult task. We don’t want to block experienced editors because they are very useful, very valuable. [...] By the same token, we don’t want disruption. So, we’ve walked this very fine line where we try to hold experienced users who are sometimes misbehaving accountable without trying to block. It is a very difficult and fine line to walk and I think it would be nice if we had some way to better keep people civil, and better [...] get people to work together.

Thus, in the reactive paradigm, toxicity can threaten moderators’ goals regardless of whether or not is addressed—disrupting the environment if it is not sanctioned, or alienating high value users if it is. Moreover, moderators face a significant challenge in realizing their dual moderation goals in the face of toxicity from established users through the reactive paradigm, threatening their emotional health and consuming a lot of their time. **PW2** explains:

**PW2**: [When] someone has been incredibly uncivil to lots and lots of
people, but he’s also an incredibly influential editor, it is an excruciating process to kind of get through the kind of pieces that I need to try and rein in his incivility. I just have to be patient, [because] it’s ongoing and long.

Therefore, addressing toxicity from valuable content creators through the reactive paradigm threatens moderators themselves, in addition to their goals.

Where reactive moderation faces this dilemma, the proactive paradigm offers a solution. Because proactive interventions come before any tangible toxicity in a conversation, they are more well suited to take a softer and less alienating form. This allows moderators to support a healthy environment by preventing toxicity in discussions while avoiding the drawbacks of reactive strategies. PW2 explains their preference for using the proactive paradigm to address rising tensions in a conversation:

**PW2:** I did not become an administrator in order to block people. There are definitely people that became administrators because that’s what they want to do, they wanted to police behavior. I actually spend a fair amount of time policing behavior in terms of my overall workload, but like I said, I try to operate in the social sphere and really kind of have conversations rather than using that.

While not all moderators share this preference, proactive moderation offers those who do use it a more nuanced approach to moderation, better suited to balance their multiple moderation goals, rather than appeal directly to one or the other.
Foreseeing Future Derailment

One crucial prerequisite of proactive moderation is identifying which conversations are at risk of turning toxic. We find that moderators on Wikipedia use their own intuition about the future trajectory of conversations towards this end, considering a variety of factors to internally reason about the future of the conversations they see. For example:

Q: Given a civil conversation, do you think it is possible to predict if it will eventually derail into uncivil comments?

PW7: Yes. Not always but yes. I would say, certainly with experience, you get a feel for it where if a discussion has started off on the wrong foot, maybe someone got [their edits] reverted and then they opened, you know, maybe not an uncivil but kind of a terse message like, “Hey, why did you undo my edit?,” that’s not uncivil but...It started things off on a bit of a wrong foot. I could guess that some of those things might get uncivil.

Moderators use a variety of factors to make predictions about the future of conversations. Five participants report using direct observations from the conversation, like the conversation content or tone, to do forecasting. Using these direct features allows moderators to update their predictions over time as the conversation develops, whenever they check in on the conversation. On the other hand, the other four participants report forecasting solely based on metadata, including features of the conversation and of the interlocutors. Salient conversation properties identified by participants include the ostensible conversation topic (as indicated by the conversation header) and the number of
participants in the conversation. Salient interlocutor metadata include level of experience on the platform, identity, and usernames. Drawing on their past experiences, participants consider such features to estimate the risk that a conversation is likely to derail in the future.

2.4.3 Evaluating the Feasibility of Algorithmic Assistance for Proactive Moderation

Equipped with an understanding of moderators’ goals and practices, we now proceed to explore concrete ways in which an algorithmic tool can assist with their proactive moderation workflow. We consider components of the workflow where moderators suggest that technical support is needed, and assess the feasibility of offering this support algorithmically with existing technology in an ethical and efficient manner. From this discussion, we identify a potential role for algorithmic assistance in one crucial aspect of the workflow: discovering and monitoring at-risk conversations.

Discovery of At-risk Conversations: Need and Support

We previously uncovered how moderators use their own intuition to decide which conversations to proactively moderate; now, we turn to the challenges moderators face in this crucial process and the resulting need for additional support.

One idealized form of proactive moderation that all participants found appealing is to identify conversations that they suspect are highly likely to derail
and monitor them so that they can intervene proactively at an opportune moment or to react immediately to any uncivil behavior that does arise. However, moderators’ ability to identify at-risk conversations to monitor is limited by the scale of the platform. PW9 explains how even within the subset of topics they are interested in and engage in, their ability to effectively proactively monitor conversations is limited by their sheer number, which forces them to use only simplistic strategies, such as random discovery, to identify at-risk conversations to monitor:

**PW9:** There are too many [potentially at-risk conversations] to proactively monitor. I know there’s about 65 or 60 ongoing ones which are certainly always going to be at risk. [...] So I usually either wait until I’m asked, or I happen to see something, or I skip around and happen to notice something.

The problem of scale is exacerbated by the inherent difficulty of determining when a conversation is in need of a proactive intervention. While every participant we interviewed believes there are some contexts in which they can foresee derailment, as described in Section 2.4.2, there is a wide range in how broad this context is and how confident participants are in their forecasts. Four participants believe that they can confidently forecast antisocial behavior in any Wikipedia context, but four others believe that they can only do so in very specific contexts with low confidence, and the last participant believes they can only make such forecasts in conversations on a handful of specific topics among discussion participants they know personally.

Given that moderators are often uncertain about their forecasts of a conversation’s future trajectory, they may hesitate to intervene immediately, and
instead desire to keep an eye on the situation to see how it develops. **PW3** explains:

**PW3**: From time to time I do see a discussion I think that I want to monitor, and I’m like ‘Yeah, I probably should be keeping an eye on this.’ […] I might leave a tab open on it and come back to it just in case.

As **PW3** goes on to elaborate, however, this idealized notion of monitoring a conversation as it develops in real time is impractical in reality:

**PW3**: There are some technical challenges to [monitoring a discussion] just because of the way the Wikipedia software works. There isn’t an easy way to say, ‘Give me updates for any changes in this discussion.’ And, in fact, you can’t even say, ‘Give me an update every time this page is changed,’ which is a perennial source of annoyance.

But on the other hand, the resulting gap in attention could cause the moderator to miss out on key developments in the conversation, and thereby lose an opportunity to intervene. **PW6** explains this dilemma:

**PW6**: I think I am okay at gauging if things are going to go pear-shaped, but do I always stick around to even find out if I am not interested in the topic? I may just move on and it blows up behind me. The hand grenade has gone off and I didn’t even hear it because I’ve gone down the street.

We therefore find that proactive moderation practices are difficult to scale
up manually, both because of the size of the platform itself and because mon-
itoring conversations—a necessary step given the uncertainty of moderators’
forecasts—is time-consuming and impractical. We argue that these findings
motivate work on algorithmic tools for proactive moderation: if an algorithm
could accurately and efficiently identify conversations that are at risk, it could
be use to automate the (currently manual and repetitive) process of monitoring
conversations for relevant changes in derailment risk. This can potentially help
moderators engage in proactive monitoring at a larger scale and dedicate more
time to addressing potential issues.

2.4.4 Users’ Experiences With Moderation

Having heard volunteer moderators’ perspectives on toxicity, we now turn to
the other side of the equation: what does moderation look like from the perspec-
tive of ordinary users? While our focus remains on proactive interventions, our
conversations with users on the topic of moderation largely focused on classical
reactive moderation, since this is the form of moderation that is most common
and most visible to everyday users of ChangeMyView.

Participants’ overall impression of the moderation of Rule 2 is somewhat
mixed, with less than half of participants (46.8%) reporting that they are satis-
fied with enforcement of the rule. However, this dissatisfaction does not come
from a place of disagreement with moderator actions: only 4.3% of participants
considered enforcement of Rule 2 to be too strict, and only 6.4% considered it to
be not strict enough. Rather, a chief source of dissatisfaction appears related to
the fundamental drawback of reactive moderation: that it requires a moderator
to manually remove a toxic comment after-the-fact, while the toxic comment can continue to produce negative repercussions in the meantime. As PR28, PR42, and PR46 describe,

PR28: I wish [moderation] was faster, often somebody who is soap-boxing will leave a string of uncivil comments and it stays up a while before they are removed.

PR42: CMV removes certain comments, but far after the conversation dissolves into insults and hostility.

PR46: Mainly [I would like to see] just faster enforcement. Enforcement after an hour is effectively useless.

In total, only 8.5% of participants reported that most uncivil comments they have encountered are immediately removed; by contrast, 53.2% reported that removal usually takes at least a few hours and 31.9% reported that removal usually takes a day or more.

The consequences of allowing toxic comments to stay up, even if only for a few hours, can be devastating from the user perspective. In cases where toxic comments were not immediately removed, it is highly unlikely for the conversation to recover on its own back to civil discourse: only 10.6% of participants report seeing this happen. Instead, the far more likely outcomes are that the conversation escalates into further toxicity (reported by 46.8% of participants) or simply dies out (reported by 38.3% of participants).
2.4.5 Users’ Intuitions About Risk of Derailment

Given that reactive moderation (understandably) cannot prevent all cases of toxic outcomes, many users have had to adopt their own strategies for handling and avoiding toxicity. Chief among these is that every participant in our study reported that—much like moderators—they have at least some level of intuition for when a discussion is at risk of turning toxic. Explanations of how this intuition works vary across participants. Some participants reason about risk in terms of specific word choices:

**PR7**: Referring to someone as “you” tends to signal things may take a turn, as does using generalizing language and absolute terms like “always” and “all”.

**PR17**: The easiest way is to analyze the phrasing. Stern, short phrases, completely contradicting the other person’s viewpoint might come off as hostile and aggressive, causing a defensive reaction that might turn into an uncivil discussion.

Meanwhile, other participants look at higher-level concepts such as tone, and especially the sense that an interlocutor is making things personal:

**PR34**: There is a certain tone or rhetorical posture that people will take prior or during an uncivil reply that forecasts their position. Often times folks that are uncivil also project a greater deal of certainty about their conclusions and will be quicker to disagree or criticize than they are to interrogate the position they disagree with.
**PR33**: The arguments diverge from the topic to trying to guess what the other is supposedly thinking or making assumptions about the person and try to associate them with groups/beliefs etc.

**PR18**: [The conversation might be at risk] if the conversation starts getting personal, attacking personal credentials or identity instead of the problem.

Then, most participants went on to report that this intuition shapes their subsequent behavior: 61.7% report that they are less likely to join a discussion they suspect to be at risk of derailing, and 76.6% say that if they do join they will change how they phrase their reply.

### 2.4.6 Users’ Proactive Strategies for Handling At-risk Situations

Thus far, we have seen that not only do users generally claim to have intuition for when a conversation is at risk of turning toxic, a vast majority (over three-quarters) report that this intuition affects how they phrase their reply. This finding is especially promising, in that it suggests many well-intentioned users are willing to spend effort on proactively avoiding escalating tense situations. But how exactly do these users change the phrasing of their replies? To explore this question in a more focused way, we specifically consider a set of linguistic phenomena that have been connected to (in) civility and healthy interactions in prior work:
• **Politeness:** Linguists have long theorized that politeness serves as a buffer to soften the perceived force of a message (Brown and Levinson 1987; Lakoff 1973), and recent work has empirically validated this (Zhang et al. 2018a).

• **Formality:** Formality has been theorized to play a role in preventing misunderstanding (Heylighen and Dewaele 1999), and in turn misunderstanding has been identified as a potential driver of incivility (Chang et al. 2020a).

• **Objectivity:** In the survey and in this work, we specifically define “objective” language as the use of facts and data in constructing a comment, in contrast with the use of personal experiences and emotions. This feature is more specific to our domain of ChangeMyView: we speculate that in the specific context of debates, reliance on fact-driven argumentation may help keep debates on topic and prevent descent into *ad hominems*, which may be connected to incivility (Habernal et al. 2018).

• **Question-asking:** Asking more questions might show an interest in engaging with the point of the interlocutor, and has previously been shown to prompt more positive feedback, such as liking and agreement, from interlocutors (Huang et al. 2017).

• **Swearing:** Swearing can be used to express aggression, but also to signal group identity or informality (Holgate et al. 2018).

• **Comment length:** In the context of debates, higher word count can indicate that the interlocutor is trying to be more explicit in their argument (O’Keefe 1998, 1997), which may, like formality, reflect an attempt to avoid misunderstanding.
Out survey asks participants about their use of these strategies in conversations that they intuitively deem to be at risk. Among them, participants most commonly reported changes in four of them: increased politeness (52.7% of participants), use of more objective language (66.7%), asking more questions (50.0%), and use of more formal language (47.2%).

Additionally, we offered a free response “Other” option so participants could describe strategies that don’t fit under any of the listed options; a quarter of participants took this option. Among these participants, many of the miscellaneous strategies mentioned reflect a theme of trying to avoid misunderstandings, which is consistent with the idea of miscommunication as a driver of derailment as identified by prior work (Section 2.2.2). For instance, PR2 attempts to avoid misunderstandings by clarifying what the people in the conversation may have meant:

**PR2**: I try to be extremely clear about what is, and what is not, being said or claimed (by either position). Often if the risk is due to a lack of clarity or miscommunication, such explicit clarification (of the question) can be helpful.

While similarly, PR33 points to the idea of trying to establish common ground:

**PR33**: The uncivility [sic] can come from a misunderstanding on the stances of the interlocutors. As such, clearly stating common ground and making calls to rationality can be a good tool to defuse a situation.

Overall, these findings show that well-intentioned users desire to avoid es-
calating at-risk conversations, and are willing to alter their behavior in order to achieve this goal. However, this does not imply that they are immune to engaging in toxic behavior themselves: 68.1\% of participants actually report that they have at some point made a comment that they later regretted because in hindsight it was toxic. These regrettable actions may be driven by a number of factors. For one, sometimes users may be making an inaccurate judgment of risk; as PR39 puts it:

**PR39:** It’s hard in the moment when reading a divisive comment to objectively recognize where the conversation is going.

There can also be uncertainty in judging how one’s *own* contribution contributes to the risk, as PR44 explains:

**PR44:** I’m not always sure when what I’m going to say will make things better or worse.

Overall, 78.7\% of participants expressed some degree of uncertainty about their risk intuitions, echoing PR39 and PR44’s sentiments. These findings mirror our previous findings that proactively identifying at-risk situations is challenging for moderators as well (Section 2.4.3). As was the case in that setting, we speculate that these challenges represent a potential opening for algorithmic assistance: an additional nudge that enhances a user’s awareness of existing tension in the conversation might support their existing efforts in preventing tense situations from escalating into outright toxic behavior.
2.5 Discussion

Motivated by the gap between the idealistic goal of preventing toxic behavior and the reality of existing reactive moderation strategies, this chapter has sought to deepen our understanding of the alternative proactive paradigm. Through a case study of moderation on Wikipedia Talk Pages, we uncover the workflow through which volunteer moderators proactively monitor and intervene in discussions they deem to be at risk of derailing into uncivil behavior. Similarly, through a survey of ChangeMyView users, we uncover how ordinary users fill in the gaps left by reactive moderation by intuitively predicting when a discussion might be at risk of turning toxic and carefully phrasing their replies to avoid such an outcome. In both cases, we identify challenges faced by moderators and users alike and argue for the potential of algorithmic assistance to meet these challenges.

From the moderator perspective, we reveal a delicate balance between two moderation goals in this collaborative setting: maintaining a civil and welcoming environment, while trying not to alienate otherwise valuable content creators. Reactive moderation tends to put these goals at odds: imposing harsh sanctions against toxic behavior from otherwise valuable contributors can alienate them, but leaving such behavior alone creates a less civil and less welcoming environment. Proactive moderation offers an alternative, by preventing sanctionable actions from occurring in the first place. Moreover, whereas reactive interventions tend to be strict formal sanctions such as a block, proactive interventions better lend themselves to more nuanced, informal actions. In interviews, moderators discuss how they employ proactive moderation strategies to prevent toxicity without needing to remove any content or alienate users.
From the user perspective, we reveal how the limitations of reactive moderation create a gap in which toxic comments may (temporarily) get a chance to negatively affect the outcomes of conversations, either by breeding further toxicity or by killing off potentially valuable discussions. In response to this gap, we have seen some ways that ordinary users take action to proactively prevent such outcomes: after identifying a conversation as being at risk of future toxicity, users may adjust their language to include more polite, objective, and formal language, and to generally reduce the likelihood of misunderstanding.

In both settings, our findings also reveal challenges faced by moderators and users alike in pursuing proactive strategies. Moderators reported that there are too many ongoing conversations for them to reasonably inspect, and that even when they manage to discover at-risk conversations, monitoring further developments in those conversations is logistically challenging. Similarly, users reported uncertainty in both their ability to identify at-risk conversations and their knowledge of what to do about it, which can lead them to inadvertently escalate the tension or even reply with a toxic comment they later regret. Inspired by these findings and by suggestions from prior work (Seering et al., 2019; Jurgens et al., 2019), we conclude that these challenges provide initial motivation for developing algorithmic tools to assist in proactively identifying at-risk conversations. The fact that humans appear to have an intuition for when conversations are at-risk suggests that building such an algorithmic tool is at least a feasible goal. However, it is not immediately clear that existing technologies—which are generally optimized for after-the-fact, reactive detection of toxic content—are sufficient to power such a tool. Developing the algorithmic breakthroughs necessary for automatic detection of at-risk conversations, then, is the core technical challenge that sits at the center of the next few chapters.
CHAPTER 3
COMPUTATIONALLY EXPLORING CONVERSATIONAL DERAILMENT

3.1 Introduction

“Our vedi l’anime di color cui vinse l’ira.”

– Dante Alighieri, Divina Commedia, Inferno

Our findings in Chapter 2 have shed some light on the phenomenon of conversational derailment. Moderators and users alike report having some intuition for when a conversation is at risk of derailing—in other words, they are able to forecast derailment by paying attention to intuitive warning signs. This leads us to ask a natural question: is it possible to build algorithmic systems that can similarly forecast derailment?

We note that this goal is crucially different from that of prior computational work, which has focused on characterizing and detecting toxic behavior after the fact (Warner and Hirschberg, 2012; Davidson et al., 2017; Yin et al., 2009; Wulczyn et al., 2017; Chandrasekharan et al., 2017; Pavlopoulos et al., 2017b). Our goal, by contrast, is to detect warning signs indicating that a currently civil conversation is at risk of derailing into toxicity. Such warning signs could provide potentially actionable knowledge at a time when the conversation is still salvageable.

As a motivating example, consider the pair of conversations in Figure 3.1.

Both exchanges took place in the context of the Wikipedia discussion page for

1“Now you see the souls of those whom anger overcame.”
A1: Why there’s no mention of it here? Namely, an altercation with a foreign intelligence group? True, by the standards of sources some require it wouldn’t even come close, not to mention having some really weak points, but it doesn’t mean that it doesn’t exist.

A2: So what you’re saying is we should put a bad source in the article because it exists?

B1: Is the St. Petersberg Times considered a reliable source by wikipedia? It seems that the bulk of this article is coming from that one article, which speculates about missile launches and UFOs. I’m going to go through and try and find corroborating sources and maybe do a rewrite of the article. I don’t think this article should rely on one so-so source.

B2: I would assume that it’s as reliable as any other mainstream news source.

Figure 3.1: Two examples of initial exchanges from conversations concerning disagreements between editors working on the Wikipedia article about the Dyatlov Pass Incident. Only one of the conversations will eventually turn awry, with an interlocutor launching into a personal attack.

the article on the Dyatlov Pass Incident, and both show (ostensibly) civil disagreement between the participants. However, only one of these conversations will eventually derail into a personal attack (“Wow, you’re coming off as a total d**k. [...] What the hell is wrong with you?”), while the other will remain civil.

As moderators and users noted in Chapter 2, humans have some intuition about which conversation is more likely to derail. We may note the repeated, direct questioning with which A1 opens the exchange, and that A2 replies with yet another question. In contrast, B1’s softer, hedged approach (“it seems”, “I don’t think”) appears to invite an exchange of ideas, and B2 actually addresses the question instead of stonewalling. Could we endow artificial systems with such intuitions about the future trajectory of conversations?

In this chapter, we aim to computationally capture linguistic cues that pre-

2In fact, humans achieve an accuracy of 72% on this balanced task, showing that it is feasible, but far from trivial.
dict a conversation’s future health. While we are not the first to computationally study conversational outcomes, most existing conversation modeling approaches aim to detect characteristics of an observed discussion or predict the outcome after the discussion concludes—e.g., whether it involves a present dispute (Allen et al., 2014; Wang and Cardie, 2014). Our goal, by contrast, is subtly different: we aim to discover interactional signals of the future trajectory of an ongoing conversation. Such a goal recognizes derailment as emerging from the development of the conversation, and belongs to the broader area of conversational forecasting, which includes future-prediction tasks such as predicting the eventual length of a conversation (Backstrom et al., 2013), whether a negotiation (Sokolova et al., 2008) or persuasion attempt (Tan et al., 2016; Wachsmuth et al., 2018; Yang et al., 2019) will eventually succeed, whether team discussions will eventually lead to an increase in performance (Niculae and Danescu-Niculescu-Mizil, 2016), or whether ongoing counseling conversations will eventually be perceived as helpful (Althoff et al., 2016). In pursuing this goal, we are the first to frame the problem of toxicity through the lens of conversational forecasting, thereby introducing a novel forecasting task.

We make a first approach to this problem by analyzing the role of politeness (or lack thereof) in keeping conversations on track. Prior work has shown that politeness can help shape the course of offline (Clark, 1979; Clark and Schunk, 1980), as well as online interactions (Burke and Kraut, 2008), through mechanisms such as softening the perceived force of a message (Fraser, 1980), acting as a buffer between conflicting interlocutor goals (Brown and Levinson, 1987), and enabling all parties to save face (Goffman, 1955). This suggests the potential of politeness to serve as an indicator of whether a conversation will sustain its initial civility or eventually derail.
Recent studies have computationally operationalized prior formulations of politeness by extracting linguistic cues that reflect politeness strategies (Danescu-Niculescu-Mizil et al., 2013a; Aubakirova and Bansal, 2016). Such research has additionally tied politeness to social factors such as individual status (Danescu-Niculescu-Mizil et al., 2012; Krishnan and Eisenstein, 2015), and the success of requests (Althoff et al., 2014) or of collaborative projects (Ortu et al., 2015). However, to the best of our knowledge, this is the first computational investigation of the relation between politeness strategies and the future trajectory of the conversations in which they are deployed. Furthermore, we generalize beyond predefined politeness strategies by using an unsupervised method to discover additional rhetorical prompts used to initiate different types of conversations that may be specific to online collaborative settings, such as coordinating work (Kittur and Kraut, 2008) or conducting factual checks.

We explore the role of such pragmatic and rhetorical devices in forecasting derailment of conversations between Wikipedia editors. For this purpose, we introduce a new dataset of Wikipedia Talk Page discussions, which we compile through a combination of machine learning and crowdsourced filtering. The dataset consists of conversations which begin with ostensibly civil comments, and either remain healthy or derail into personal attacks. Starting from this data, we construct a setting that mitigates effects which may trivialize the task. In particular, some topical contexts (such as politics and religion) are naturally more susceptible to antisocial behavior (Kittur et al., 2009; Cheng et al., 2015). We employ techniques from causal inference (Rosenbaum, 2010) to establish a controlled framework that focuses our study on topic-agnostic linguistic cues.

In this controlled setting, we find that pragmatic cues extracted from the very
first exchange in a conversation (i.e., the first comment-reply pair) can indeed provide some signal of whether the conversation will subsequently derail. For example, conversations prompted by hedged remarks sustain their initial civility more so than those prompted by forceful questions, or by direct language addressing the other interlocutor.

In summary, this chapter’s main contributions are:

- We articulate the new task of forecasting whether an ongoing conversation will derail into personal attacks;
- We devise a controlled setting and build a labeled dataset to study this phenomenon;
- We investigate how politeness strategies and other rhetorical devices are tied to the future trajectory of a conversation.

More broadly, we show the feasibility of automatically detecting warning signs of future misbehavior in collaborative interactions. By providing a labeled dataset together with basic methodology and several baselines, we open the door to further work on understanding factors which may derail or sustain healthy online conversations. To facilitate such future explorations, we distribute the data and code as part of the open source ConvoKit Python package (Chang et al., 2020b).

**Note on source material.** This chapter was originally published as Zhang et al. (2018a). Since the original publication date, the spaCy Python package, which we use for dependency parsing in order to extract several key features, has updated its dependency parser algorithm several times leading to fluctuations in
the extracted feature values, with downstream effects on the final results. Consequently, the results reported here differ slightly from the ones in original publication. The current results are fully reproducible since they make use of the public ConvoKit code and data (which is distributed with a fixed set of dependency parses). In addition to the updated results, some minor changes have been made to the wording and naming of phenomena throughout, for the sake of consistency with other chapters in this thesis.

3.2 Further Related Work

Antisocial behavior. Prior work has studied a wide range of disruptive interactions in various online platforms like Reddit and Wikipedia, examining behaviors like aggression (Kayany, 1998), harassment (Chatzakou et al., 2017; Vitak et al., 2017), and bullying (Akbulut et al., 2010; Kwak et al., 2015; Singh et al., 2017), as well as their impact on aspects of engagement like user retention (Collier and Bear, 2012; Wikimedia Support and Safety Team, 2015) or discussion quality (Arazy et al., 2013). Several studies have sought to develop machine learning techniques to detect signatures of online toxicity, such as personal insults (Yin et al., 2009), harassment (Sood et al., 2012) and abusive language ( Nobata et al., 2016; Gambäck and Sikdar, 2017; Pavlopoulos et al., 2017a; Wulczyn et al., 2017). These works focus on detecting toxic behavior after it has already occurred; a notable exception is (Cheng et al., 2017), which predicts future community enforcement against users in news-based discussions. Our work similarly aims to understand future toxicity; however, our focus is on studying the trajectory of a conversation rather than the behavior of individuals across disparate discussions.
Discourse analysis. Our present study builds on a large body of prior work in computationally modeling discourse. Both unsupervised (Ritter et al., 2010) and supervised (Zhang et al., 2017a) approaches have been used to categorize behavioral patterns on the basis of the language that ensues in a conversation, in the particular realm of online discussions. Models of conversational behavior have also been used to predict conversation outcomes, such as betrayal in games (Niculae et al., 2015), and success in team problem solving settings (Fu et al., 2017) or in persuading others (Tan et al., 2016; Zhang et al., 2016).

While we are inspired by the techniques employed in these approaches, our work is concerned with predicting the future trajectory of an ongoing conversation as opposed to a post-hoc outcome. In this sense, we build on prior work in modeling conversation trajectory, which has largely considered structural aspects of the conversation (Kumar et al., 2010; Backstrom et al., 2013). We complement these structural models by seeking to extract potential signals of future outcomes from the linguistic discourse within the conversation.

3.3 Finding Conversations That Derail

We develop our framework for understanding linguistic markers of conversational trajectories in the context of Wikipedia’s talk page discussions—public forums in which contributors convene to deliberate on editing matters such as evaluating the quality of an article and reviewing the compliance of contributions with community guidelines. The dynamic of conversational derailment is particularly intriguing and consequential in this setting by virtue of its collaborative, goal-oriented nature. In contrast to unstructured commenting forums,
Job 1: Ends in personal attack. We show three annotators a conversation and ask them to determine if its last comment is a personal attack toward someone else in the conversation.

<table>
<thead>
<tr>
<th>Annotators</th>
<th>367</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conversations</td>
<td>4,022</td>
</tr>
<tr>
<td>Agreement</td>
<td>67.8%</td>
</tr>
</tbody>
</table>

Job 2: Civil start. We split conversations into snippets of three consecutive comments. We ask three annotators to determine whether any of the comments in a snippet is toxic.

<table>
<thead>
<tr>
<th>Annotators</th>
<th>247</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conversations</td>
<td>1,252</td>
</tr>
<tr>
<td>Snippets</td>
<td>2,181</td>
</tr>
<tr>
<td>Agreement</td>
<td>87.5%</td>
</tr>
</tbody>
</table>

Table 3.1: Descriptions of crowdsourcing jobs, with relevant statistics. More details in Appendix C.

cases where one collaborator turns on another over the course of an initially civil exchange constitute perplexing pathologies. In turn, these toxic attacks are especially disruptive in Wikipedia since they undermine the social fabric of the community as well as the ability of editors to contribute (Henner and Sefidari, 2016). To approach this domain we start from the WikiConv dataset, which contains roughly 50 million conversations across 16 million Talk Pages, constructed by translating sequences of revisions of each talk page into structured conversations (Hua et al., 2018).

Roughly one percent of Wikipedia comments are estimated to exhibit antisocial behavior (Wulczyn et al., 2017). This illustrates a challenge for studying conversational failure: one has to sift through many conversations in order to find even a small set of examples. To avoid such a prohibitively exhaustive analysis, we first use a machine learning classifier to identify candidate conversations that are likely to contain a toxic contribution, and then use crowdsourcing to vet the resulting labels and construct our controlled dataset.

Candidate selection. Our goal is to analyze how the start of a civil conversation
is tied to its potential future derailment into personal attacks. Thus, we only consider conversations that start out as ostensibly civil—i.e., where at least the first exchange does not exhibit any toxic behavior—and that continue beyond this first exchange. To focus on the especially perplexing cases when the attacks come from within, we seek examples where the attack is initiated by one of the two participants in the initial exchange.

To select candidate conversations to include in our collection, we use the toxicity classifier provided by the Perspective API[4] which is trained on Wikipedia talk page comments that have been annotated by crowdworkers (Thain et al., 2017). This provides a toxicity score $t$ for all comments in our dataset, which we use to preselect two sets of conversations: (a) candidate conversations that are civil throughout, i.e., conversations in which all comments (including the initial exchange) are not labeled as toxic ($t < 0.4$); and (b) candidate conversations that turn toxic after the first (civil) exchange, i.e., conversations in which the $N$-th comment ($N > 2$) is labeled toxic ($t \geq 0.6$), but all the preceding comments are not ($t < 0.4$).

**Crowdsourced filtering.** Starting from these candidate sets, we use crowdsourcing to vet each conversation and select a subset that are perceived by humans to either stay civil throughout (“on-track” conversations), or start civil but end with a personal attack (“derailing” conversations). To inform the design of this human-filtering process and to check its effectiveness, we start from a seed set of 232 conversations manually verified by the authors to end in personal attacks (more details about the selection of the seed set and its role in the crowdsourcing process can be found in Appendix [C]). We take particular care to not

---

3For the sake of generality, in this work we focus on this most basic conversational unit: the first comment-reply pair starting a conversation.

4https://www.perspectiveapi.com/
over-constrain crowdworker interpretations of what personal attacks may be, and to separate toxicity from civil disagreement, which is recognized as a key aspect of effective collaborations (Coser, 1956; De Dreu and Weingart, 2003).

We design and deploy two filtering jobs using the CrowdFlower platform, summarized in Table 3.1 and detailed in Appendix C. **Job 1** is designed to select conversations that contain a “rude, insulting, or disrespectful” comment towards another user in the conversation—i.e., a personal attack. In contrast to prior work labeling antisocial comments in isolation (Sood et al., 2012; Wulczyn et al., 2017), annotators are asked to label personal attacks in the context of the conversations in which they occur, since antisocial behavior can often be context-dependent (Cheng et al., 2017). In fact, in order to ensure that the crowdworkers read the entire conversation, we also ask them to indicate who is the target of the attack. We apply this task to the set of candidate awry-turning conversations, selecting the 14% which all three annotators perceived as ending in a personal attack.5

**Job 2** is designed to filter out conversations that do not actually start out as civil. We run this job to ensure that the *derailing* conversations are civil up to the point of the attack—i.e., actually *derail* from civil into toxic behavior—discarding 5% of the candidates that passed Job 1. We also use it to verify that the candidate *on-track* conversations are indeed civil throughout, discarding 1% of the respective candidates. In both cases we filter out conversations in which three annotators could identify at least one comment that is “rude, insulting, or disrespectful”.

**Controlled setting.** Finally, we need to construct a setting that affords for mean-
ingful comparison between conversations that derail and those that stay on track, and that accounts for trivial topical confounds (Kittur et al., 2009; Cheng et al., 2015). We mitigate topical confounds using matching, a technique developed for causal inference in observational studies (Rubin, 2007). Specifically, starting from our human-vetted collection of conversations, we pair each derailing conversation, with an on-track conversation, such that both took place on the same talk page. If we find multiple such pairs, we only keep the one in which the paired conversations take place closest in time, to tighten the control for topic. Conversations that cannot be paired are discarded.

This procedure yields a total of 1,168 paired derailing and on-track conversations (including our initial seed set), spanning 536 distinct talk pages (averaging 1.1 pairs per page, maximum 5). The average length of a conversation is 4.4 comments.

3.4 Capturing Pragmatic Devices

We now describe our framework for capturing linguistic cues that might inform a conversation’s future trajectory. Crucially, given our focus on conversations that start seemingly civil, we do not expect overtly hostile language—such as insults (Yin et al., 2009)—to be informative. Instead, we seek to identify pragmatic markers within the initial exchange of a conversation that might serve to reveal or exacerbate underlying tensions that eventually come to the fore, or conversely suggest sustainable civility. In particular, in this work we explore how politeness strategies and rhetorical prompts reflect the future health of a conversation.
### Table 3.2: Prompt types automatically extracted from talk page conversations, with interpretations and examples from the data. Bolded text indicate common prompt phrasings extracted by the framework. Further examples are shown in Appendix D, Table D.1.

<table>
<thead>
<tr>
<th>Prompt Type</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factual check</td>
<td>Statements about article content, pertaining to or contending issues like factual accuracy.</td>
<td>The census is <strong>not talking about</strong> families here.</td>
</tr>
<tr>
<td>Moderation</td>
<td>Rebukes or disputes concerning moderation decisions such as blocks and reversions.</td>
<td><strong>If you continue, you may be blocked</strong> from editing.</td>
</tr>
<tr>
<td>Coordination</td>
<td>Requests, questions, and statements of intent.</td>
<td>It’s a long list so I could do with your help.</td>
</tr>
<tr>
<td>Casual remark</td>
<td>Casual, highly conversational aside-remarks.</td>
<td><strong>What’s with</strong> this flag image?</td>
</tr>
<tr>
<td>Action statement</td>
<td>Requests, statements, and explanations about various editing actions.</td>
<td><strong>Please consider improving</strong> the article to address the issues [...]</td>
</tr>
<tr>
<td>Procedures</td>
<td>Statements of Wikipedia editing policies which are not directly related to moderation.</td>
<td>Consider <strong>verifying</strong> that you have specified sources for those files [...]</td>
</tr>
</tbody>
</table>

**Politeness strategies.** Politeness can reflect a-priori good will and help navigate potentially face-threatening acts \(\text{[Goffman, 1955; Lakoff, 1973]}\), and also offers hints to the underlying intentions of the interlocutors \(\text{[Fraser, 1980]}\). Hence, we may naturally expect certain politeness strategies to signal that a conversation is likely to stay on track, while others might signal derailment.

In particular, we consider a set of pragmatic devices signaling politeness drawn from \(\text{[Brown and Levinson, 1987]}\). These linguistic features reflect two overarching types of politeness. **Positive** politeness strategies encourage so-
cial connection and rapport, perhaps serving to maintain cohesion throughout a conversation; such strategies include gratitude ("thanks for your help"), greetings ("hey, how is your day so far") and use of “please”, both at the start ("Please find sources for your edit...") and in the middle (“Could you please help with...?”) of a sentence. Negative politeness strategies serve to dampen an interlocutor’s imposition on an addressee, often through conveying indirectness or uncertainty on the part of the commenter. Both commenters in example B (Fig. 3.1) employ one such strategy, hedging, perhaps seeking to soften an impending disagreement about a source’s reliability (“I don’t think...”, “I would assume...”). We also consider markers of impolite behavior, such as the use of direct questions (“Why’s there no mention of it?”) and sentence-initial second person pronouns (“Your sources don’t matter...”), which may serve as forceful-sounding contrasts to negative politeness markers. Following (Danescu-Niculescu-Mizil et al., 2013a), we extract such strategies by pattern matching on the dependency parses of comments.

Types of conversation prompts. To complement our pre-defined set of politeness strategies, we seek to capture domain-specific rhetorical patterns used to initiate conversations. For instance, in a collaborative setting, we may expect conversations that start with an invitation for working together to signal less tension between the participants than those that start with statements of dispute. We discover types of such conversation prompts in an unsupervised fashion by extending a framework used to infer the rhetorical role of questions in (offline) political debates (Zhang et al., 2017b) to more generally extract rhetorical roles of comments. The procedure follows the intuition that a comment’s rhetorical role is reflected in the type of replies it is likely to elicit. As such, comments which tend to trigger similar replies constitute a particular type of prompt.
To implement this intuition, we derive two different low-rank representations of the common lexical phrasings contained in comments (agnostic to the particular topical content discussed), automatically extracted as recurring sets of arcs in the dependency parses of comments. First, we derive *reply-vectors* of phrasings, which reflect their propensities to *co-occur*. In particular, we perform singular value decomposition on a term-document matrix $\mathbf{R}$ of phrasings and replies as $\mathbf{R} \approx \hat{\mathbf{R}} = \mathbf{U}_R \mathbf{S} \mathbf{V}^T_R$, where rows of $\mathbf{U}_R$ are low-rank reply-vectors for each phrasing.

Next, we derive *prompt-vectors* for the phrasings, which reflect similarities in the subsequent replies that a phrasing *prompts*. We construct a prompt-reply matrix $\mathbf{P} = (p_{ij})$ where $p_{ij} = 1$ if phrasing $j$ occurred in a reply to a comment containing phrasing $i$. We project $\mathbf{P}$ into the same space as $\mathbf{U}_R$ by solving for $\hat{\mathbf{P}}$ in $\mathbf{P} = \hat{\mathbf{P}} \mathbf{S} \mathbf{V}^T_R$ as $\hat{\mathbf{P}} = \mathbf{P} \mathbf{V}_R \mathbf{S}^{-1}$. Each row of $\hat{\mathbf{P}}$ is then a prompt-vector of a phrasing, such that the prompt-vector for phrasing $i$ is close to the reply-vector for phrasing $j$ if comments with phrasing $i$ tend to prompt replies with phrasing $j$. Clustering the rows of $\hat{\mathbf{P}}$ then yields $k$ conversational *prompt types* that are unified by their similarity in the space of replies. To infer the prompt type of a new comment, we represent the comment as an average of the representations of its constituent phrasings (i.e., rows of $\hat{\mathbf{P}}$) and assign the resultant vector to a cluster.

To determine the prompt types of comments in our dataset, we first apply the above procedure to derive a set of prompt types from a *disjoint* (unlabeled) corpus of Wikipedia talk page conversations [Danescu-Niculescu-Mizil et al., 2012]. After initial examination of the framework’s output on this external data,

---

Footnote 6: We scale rows of $\mathbf{U}_R$ and $\hat{\mathbf{P}}$ to unit norm. We assign comments whose vector representation has $(\ell_2)$ distance $\geq 1$ to all cluster centroids to an extra, infrequently-occurring null type which we ignore in subsequent analyses.
we chose to extract \( k = 6 \) prompt types, shown in Table 3.2 along with our interpretations. These prompts represent signatures of conversation-starters spanning a wide range of topics and contexts which reflect core elements of Wikipedia, such as moderation disputes and coordination (Kittur et al., 2007; Kittur and Kraut, 2008). We assign each comment in our present dataset to one of these types.

3.5 Analysis

We are now equipped to computationally explore how the pragmatic devices used to start a conversation can signal its future health. Concretely, to quantify the relative propensity of a linguistic marker to occur at the start of derailing versus on-track conversations, we compute the log-odds ratio of the marker occurring in the initial exchange—i.e., in the first or second comments—of derailing conversations, compared to initial exchanges in the on-track setting. These quantities are depicted in Figure 3.2A.

Focusing on the first comment (represented as ♦), we find a rough correspondence between linguistic directness and the likelihood of future personal attacks. In particular, comments which contain direct questions, or exhibit sentence-initial you (i.e., “2nd person start”), tend to start derailing conversations signif-

---

7 We experimented with more prompt types as well, finding that while the methodology recovered finer-grained types, and obtained qualitatively similar results and prediction accuracies as described in Sections 3.5 and 3.6, the assignment of comments to types was relatively sparse due to the small data size, resulting in a loss of statistical power.

8 While the particular prompt types we discover are specific to Wikipedia, the methodology for inferring them is unsupervised and is applicable in other conversational settings.

9 To reduce clutter we only depict features which occur a minimum of 50 times and have absolute log-odds \( \geq 0.2 \) in at least one of the data subsets.
Figure 3.2: Log-odds ratios of politeness strategies and prompt types exhibited in the first and second comments of conversations that derail, versus those that stay on-track. **All**: Purple and green markers denote log-odds ratios in the first and second comments, respectively; points are solid if they reflect significant ($p < 0.05$) log-odds ratios with an effect size of at least 0.2. **A**: ♦ and □ denote first and second comment log-odds ratios, respectively; * denotes statistically significant differences at the $p < 0.05$, **$p < 0.01$**, and ***$p < 0.001$** levels for the first comment (two-tailed binomial test); + denotes corresponding statistical significance for the second comment. **B and C**: ▽ and ◊ correspond to effect sizes in the comments authored by the attacker and non-attacker, respectively, in attacker initiated (B) and non-attacker initiated (C) conversations.

This effect coheres with our intuition that directness signals some latent hostility from the conversation’s initiator, and perhaps reinforces the forcefulness of contentious impositions (Brown and Levinson, 1987). This interpretation is also suggested by the relative propensity of the factual check prompt, which tends to cue disputes regarding an article’s factual content ($p < 0.05$).

In contrast, comments which initiate on-track conversations tend to contain

---

10All $p$ values in this section are computed as two-tailed binomial tests, comparing the proportion of derailing conversations exhibiting a particular device to the proportion of on-track conversations.
greetings $(p < 0.05)$, an example of a positive politeness strategy. Such conversations are also more likely to begin with coordination $(p < 0.001)$ and action statement $(p < 0.01)$ prompts, signaling active efforts to foster constructive teamwork. Negative politeness strategies are salient in on-track conversations as well, reflected by the use of hedges $(p < 0.01)$, which may serve to soften impositions or factual contentions (Hübler, 1983).

These effects are echoed in the second comment—i.e., the first reply (represented as □s). Interestingly, in this case we note that the difference in pronoun use is especially marked. First replies in conversations that eventually derail tend to contain more second person pronouns $(p < 0.001)$, perhaps signifying a replier pushing back to contest the initiator; in contrast, on-track conversations have more first person pronouns $(p < 0.01)$, potentially indicating the replier’s willingness to step into the conversation and work with—rather than argue against—the initiator (Tausczik and Pennebaker, 2010).

**Distinguishing interlocutor behaviors.** Are the linguistic signals we observe solely driven by the eventual attacker, or do they reflect the behavior of both actors? To disentangle the attacker and non-attackers’ roles in the initial exchange, we examine their language use in these two possible cases: when the future attacker initiates the conversation, or is the first to reply. In attacker-initiated conversations (Figure 3.2B, 558 conversations), we see that both actors exhibit a propensity for the linguistically direct markers (e.g., direct questions) that tend to signal future attacks. Some of these markers are used particularly often by the non-attacking replier in awry-turning conversations (e.g., second person pronouns, $p < 0.001$, □s), further suggesting the dynamic of the replier pushing back at—and perhaps even escalating—the attacker’s initial hint of ag-
gression. Among conversations initiated instead by the non-attacker (Figure 3.2C, 610 conversations), the non-attacker’s linguistic behavior in the first comment (○s) is less distinctive from that of initiators in the on-track setting (i.e., log-odds ratios closer to 0); markers of future derailment are (unsurprisingly) more pronounced once the eventual attacker (▵s) joins the conversation in the second comment.\footnote{As an interesting avenue for future work, we note that some markers used by non-attacking initiators potentially still anticipate later attacks, suggested by, e.g., the relative prevalence of factual checks ($p < 0.001, \bigcirc s$).}

More broadly, these results reveal how different politeness strategies and rhetorical prompts deployed in the initial stages of a conversation are tied to its future trajectory.

### 3.6 Predicting Future Attacks

We now show that it is indeed feasible to predict whether a conversation will derail based on linguistic properties of its very first exchange, providing several baselines for this new task. In doing so, we demonstrate that the pragmatic devices examined above encode signals about the future trajectory of conversations, capturing some of the intuition humans are shown to have.

We consider the following balanced prediction task: given a pair of conversations, which one will eventually lead to a personal attack? We extract all features from the very first exchange in a conversation—i.e., a comment-reply pair, like those illustrated in our introductory example (Figure 3.1). We use logistic regression and report accuracies on a leave-one-page-out cross validation, such that in each fold, all conversation pairs from a given talk page are held out as...
test data and pairs from all other pages are used as training data (thus preventing the use of page-specific information). Prediction results are summarized in Table 3.3.

**Language baselines.** As baselines, we consider several straightforward features: word count (which performs at chance level), sentiment lexicon (Liu et al., 2005) and bag of words.

**Pragmatic features.** Next, we test the predictive power of the prompt types and politeness strategies features introduced in Section 3.4. The 12 prompt type features (6 features for each comment in the initial exchange) achieve 62.0% accuracy, and the 38 politeness strategies features (19 per comment) achieve 55.1% accuracy. These pragmatic features combine to reach 62.7% accuracy.

**Reference points.** To better contextualize the performance of our features, we compare their predictive accuracy to the following reference points:

*Interlocutor features:* Certain kinds of interlocutors are potentially more likely to be involved in derailing conversations. For example, perhaps newcomers or anonymous participants are more likely to derail interactions than more experienced editors. We consider a set of features representing participants’ experience on Wikipedia (i.e., number of edits) and whether the comment authors are anonymous. In our task, these features perform at the level of random chance.

*Trained toxicity:* We also compare with the toxicity score of the exchange from the Perspective API classifier—a perhaps unfair reference point, since this supervised system was trained on additional human-labeled training examples from the same domain and since it was used to create the very data on which we evaluate. This results in an accuracy of 58.2%; combining trained toxicity
<table>
<thead>
<tr>
<th>Feature set</th>
<th># features</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bag of words</td>
<td>5,000</td>
<td>56.7%</td>
</tr>
<tr>
<td>Sentiment lexicon</td>
<td>4</td>
<td>55.4%</td>
</tr>
<tr>
<td><strong>Politeness strategies</strong></td>
<td>38</td>
<td>55.1%</td>
</tr>
<tr>
<td>Prompt types</td>
<td>12</td>
<td>62.0%</td>
</tr>
<tr>
<td>Pragmatic (all)</td>
<td>50</td>
<td>62.7%</td>
</tr>
<tr>
<td>Interlocutor features</td>
<td>5</td>
<td>51.2%</td>
</tr>
<tr>
<td>Trained toxicity</td>
<td>2</td>
<td>58.2%</td>
</tr>
<tr>
<td><strong>Toxicity + Pragmatic</strong></td>
<td>52</td>
<td>66.0%</td>
</tr>
<tr>
<td>Humans</td>
<td></td>
<td>72.0%</td>
</tr>
</tbody>
</table>

Table 3.3: Accuracies for the balanced future-prediction task. Features based on pragmatic devices are **bolded**, reference points are *italicized*.

with our pragmatic features achieves 66.0%.

**Humans:** A sample of 100 pairs were labeled by (non-author) volunteer human annotators. They were asked to guess, from the initial exchange, which conversation in a pair will lead to a personal attack. Majority vote across three annotators was used to determine the human labels, resulting in an accuracy of 72%. This confirms that humans have some intuition about whether a conversation might be heading in a bad direction, which our features can partially capture. In fact, the classifier using pragmatic features is accurate on 80% of the examples that humans also got right.

Overall, these initial results show the feasibility of reconstructing some of the human intuition about the future trajectory of an ostensibly civil conversation in order to predict whether it will eventually turn awry.
3.7 Conclusions and Discussion

In this chapter, we started to examine the intriguing phenomenon of conversational derailment, studying how the use of pragmatic and rhetorical devices relates to future conversational derailment. Our investigation centers on the particularly perplexing scenario in which one participant of a civil discussion later attacks another, and explores the new task of predicting whether an initially healthy conversation will derail into such an attack. To this end, we develop a computational framework for analyzing how general politeness strategies and domain-specific rhetorical prompts deployed in the initial stages of a conversation are tied to its future trajectory.

Making use of machine learning and crowdsourcing tools, we formulate a tightly-controlled setting that enables us to meaningfully compare conversations that stay on track with those that derail. Human accuracy at forecasting derailment in this setting (72%) suggests it is feasible at least at the level of human intuition. We show that our computational framework can recover some of that intuition, hinting at the potential of automated methods to identify signals of the future trajectories of online conversations. We position this as a novel conversational forecasting task, for which these results offer a first baseline.

That said, our current approach is more a proof-of-concept than a practically useful solution for forecasting derailment, coming with several limitations that open avenues for future work. Our correlational analyses do not provide any insights into causal mechanisms of derailment, which randomized experiments could address. Additionally, since our procedure for collecting and vetting data focused on precision rather than recall, it might miss more subtle attacks that
are overlooked by the toxicity classifier. Supplementing our investigation with other indicators of antisocial behavior, such as editors blocking one another, could enrich the range of attacks we study. Noting that our framework is not specifically tied to Wikipedia, it would also be valuable to explore the varied ways in which this phenomenon arises in other (possibly non-collaborative) public discussion venues, such as Reddit and Facebook Pages.

Perhaps most significantly, while our analysis focused on the very first exchange in a conversation for the sake of generality, in reality signals of future derailment might be found throughout the conversation. Practically useful forecasting therefore requires more complex modeling that can account for such features that span an entire interaction. One promising path for achieving this is to go beyond the present binary classification task and explore a sequential formulation predicting whether the next turn is likely to be an attack as a discussion unfolds, capturing conversational dynamics such as sustained escalation. Implementing this idea, and addressing its associated technical challenges, is a key step towards practical algorithms for proactive interventions, which we explore in the next chapter.
CHAPTER 4
PRACTICAL FORECASTING OF CONVERSATIONAL DERAILMENT

4.1 Introduction

“Ché saetta previsa vien più lenta.”

– Dante Alighieri, Divina Commedia, Paradiso

In Chapter 3, we introduced the novel conversational forecasting task of predicting whether a currently-civil conversation will derail into toxicity, and established its feasibility through a proof-of-concept baseline classifier that operates on linguistic features from the start of the conversation. In judging the overall utility of this baseline classifier, however, it is important to bear in mind our initial motivation (as laid out in Chapters 1 and 2): by forecasting the future derailment of a conversation based on early warning signs, we hope to give users and/or moderators enough advance notice to act before any harm is done (Liu et al., 2018; Zhang et al., 2018a; see Jurgens et al., 2019 for a discussion). In the context of this goal, however, the baseline classifier demonstrates clear shortcomings: it is restricted to a fixed set of features that may not generalize across domains, and more importantly, it extracts these features from only the first two comments of the conversation.

Overcoming these shortcomings is, however, nontrivial, as it requires addressing a unique property of conversations that make them distinct from other

1“The arrow one foresees arrives more gently.”
Isn’t the updated plot synopsis too explicit now? Anyone reading this article will immediately find out the plot twist.

Wikipedia policy is to not use spoiler warnings, nor to omit significant information about a work of fiction.

Policy? Seriously? You’re robbing people of the enjoyment of watching the series. Please remove the spoilers.

No. This is an encyclopedia, not some fan site. All articles are there to be full and complete.

Wow, you’ve lost all touch with reality...you have your head up your a**. Ever think about the people who use your “encyclopedia”, you a******?

Forecasts made here would see only a standard-looking question-answer exchange, with no warning signs of potential future derailment...

...whereas waiting until this point to make a forecast would capture more signals of possible rising tension...

...but at the same time, waiting too long might make it too late to give early warning, as the toxic event has already occurred!

Figure 4.1: The inherent modeling challenges in practical forecasting of derailment, illustrated through an example conversation.

NLP domains: they evolve over time. This property leads to two inherent modeling challenges for forecasting (illustrated in Figure 4.1): it is impossible to know in advance (as would be required to provide users and moderators with advance notice) how many comments a conversation will get, and furthermore, each new comment has the potential to alter the trajectory of the conversation or recontextualize the meaning of comments that came before. In this chapter, we formalize these modeling challenges and argue that traditional NLP approaches—which are generally optimized for the case of static, unchanging documents—are ill-suited to address them.

Therefore, we argue, a brand-new class of models is needed—one that can overcome these inherent challenges by processing comments, and their rela-
tions, as they happen (i.e., in an online fashion), producing updated forecasts as the conversation evolves in real time. We accordingly refer to this new class of models as *conversational forecasting models*. Our main insight is that these core properties already exist in another class of models, albeit geared toward generation rather than forecasting: recent work in context-aware dialog generation (or “chatbots”) has proposed sequential neural models that make effective use of the intra-conversational dynamics (Sordoni et al., 2015b; Serban et al., 2016, 2017), while concomitantly being able to process the conversation as it develops so that relevant responses can be generated even as the trajectory of the conversation changes (see Gao et al. (2018) for a survey).

In order for these systems to perform well in the generative domain they need to be trained on massive amounts of (unlabeled) conversational data. The main difficulty in directly adapting these models to the supervised domain of conversational forecasting is the relative scarcity of labeled data: for most forecasting tasks, at most a few thousands labeled examples are available, insufficient for the notoriously data-hungry sequential neural models.

To overcome this difficulty, we propose to decouple the objective of learning a neural representation of conversational dynamics from the objective of predicting future events. The former can be pre-trained on large amounts of unsupervised data, similarly to how chatbots are trained. The latter can piggyback on the resulting representation after fine-tuning it for classification using relatively small labeled data. While similar pre-train-then-fine-tune approaches have recently achieved state-of-the-art performance in a number of NLP tasks—including natural language inference, question answering, and commonsense reasoning (discussed in Section 4.3)—to the best of our knowledge this is the
first attempt at applying this paradigm to conversational forecasting. We implement this idea to create, to our knowledge, a first-of-its-kind conversational forecasting model, CRAFT (Section 4.5).

To test the effectiveness of this new architecture in forecasting derailment of online conversations, we develop and distribute two new datasets. The first triples in size the highly curated dataset that we introduced in Chapter 3, where civil-starting Wikipedia Talk Page conversations are crowd-labeled according to whether they eventually lead to personal attacks; the second relies on in-the-wild moderation of the popular subreddit ChangeMyView, where the aim is to forecast whether a discussion will later be subject to moderator action due to “rude or hostile” behavior.

Because conversational forecasting models follow conversations in real time and produce updated forecasts along the way, traditional machine learning metrics cannot be directly applied to evaluate them. Instead, we approach evaluation by first enumerating the desiderata of what constitutes a “good” forecast, then deriving from these a set of forecasting-specific definitions for the traditional notions of true (and false) positives (and negatives), from which it is possible to further derive adapted versions of familiar metrics like precision and recall. We evaluate CRAFT’s performance on both datasets along these metrics. In both datasets, our model outperforms existing fixed-window approaches, as well as simpler sequential baselines that cannot account for inter-comment relations. Furthermore, by virtue of its online processing of the conversation, our system can provide substantial prior notice of upcoming derailment, triggering on average 3 comments (or 3 hours) before an overtly toxic comment is posted.

To summarize, in this chapter we:
• formalize the unique modeling challenges involved in practical forecasting of conversational events such as derailment;

• articulate the need for a new class of conversational forecasting models can capture the dynamics of a conversation in order to make updated forecasts as the conversation develops, and provide a concrete implementation of such a model;

• build two diverse datasets (one entirely new, one extending prior work) for the task of forecasting derailment of online conversations;

• design a framework for evaluating conversational forecasting models and use it to compare the performance of our model against baselines derived from prior work.

Our work is motivated by the goal of assisting users and moderators in online communities by preemptively signaling at-risk conversations that might require intervention to avoid derailment. However, we caution that any automated systems might encode or even amplify the biases existing in the training data (Park et al., 2018; Sap et al., 2019; Wiegand et al., 2019), so a public-facing implementation would need to be exhaustively scrutinized for such biases (Feldman et al., 2015).

Note on source material. This chapter is adapted from Chang and Danescu-Niculescu-Mizil (2019b). It expands on that work with more in-depth discussion on conversational forecasting and how it differs from traditional classification, additional baselines inspired by more recent work since the original paper was first published, and an analysis of variance in model performance for the sake of helping with reproducibility.
4.2 Conversational Forecasting

As defined in Chapter 3, conversational forecasting is a broad family of tasks with the shared goal of predicting future outcomes or events from a conversation; besides derailment which is our target of interest, other outcomes and events that have been studied include predicting the eventual success of persuasion attempts (Tan et al., 2016; Wachsmuth et al., 2018; Yang et al., 2019) and negotiations (Sokolova et al., 2008; Sicilia et al., 2024), the likelihood of future disagreements (Hessel and Lee, 2019), and the eventual decision that will be made after a team discussion (Smith, 2023). At first glance, forecasting may appear to just be a type of classification task, with the future event as a label; indeed (as we will discuss shortly) some early work on forecasting has operationalized it as classification. Yet we argue that conversational forecasting differs from traditional classification in two key ways, arising from a combination of the temporal aspect of forecasting and the difference between conversations and static documents. These differences, in turn, impose inherent yet often overlooked modeling challenges, requiring a new class of models to address them.

The first modeling challenge stems from the temporal dimension of conversational forecasting: that is, it aims to predict an event that has not yet occurred. The existence of this temporal dimension—standing in contrast to traditional classification, where the label is either known in advance or is an “atemporal” property of the document not associated with any specific point in time—raises a key question: when is a good time to make a forecast? The problem is that there is no universal answer to this question, because conversations have an unknown horizon: they can be of varying lengths, and the to-be-forecasted event can occur at any time. Because it is impossible to know in advance how long the
conversation will be and when (if at all) the event will occur, approaches that choose a fixed time to make a forecast (as our proof-of-concept from Chapter 3 did) may risk making a too-early prediction based on incomplete information or a too-late forecast that occurs after the event has already happened (and hence does not provide *early* warning), as illustrated in Figure 4.1. Subsequently, in order to truly generalize across all practical settings, a forecasting model cannot make a single forecast at a fixed point in time, but instead must follow a conversation in real time (i.e., in an online fashion) and make updated forecasts as the conversation evolves.

Compounding this is a second challenge arising from the fact that, in contrast to static documents, conversations are *dynamic*: the meaning of each new comment that comes in is not standalone, but rather may depend on the context of the preceding comments. Consequently, the overall trajectory of a conversation depends not only on the text of individual comments, but also on emergent properties that arise from the relationships between comments. Consider the behavior of the second user in Figure 4.1 (that is, the user whose contributions are marked with square text boxes). Intuitively, we might judge their behavior as somewhat stubborn and unwilling to compromise on their views regarding spoilers in the article—but notably, this fact cannot be inferred from the content of any *individual* comment of theirs, but instead arises from inter-comment patterns such as their use of a blunt “no” in response to the first user’s request, and their repetitive citation of Wikipedia policy across all their comments. Thus, it is not merely the case that a forecasting model must follow the conversation in real-time—it must, on top of this, incorporate information from previous comments so that it can identify such inter-comment dynamics as they arise.
4.2.1 The Need for a New Class of Models

The two modeling challenges described above—that is, conversations being *dynamic* with *unknown horizon*—illustrate the differences between conversational forecasting and traditional classification. That having been said, prior work, including our own proof-of-concept in Chapter 3 has identified some compromising simplifications that can enable forecasting tasks to be reformulated as classification tasks, at the cost of practical applicability.

To address the challenge of conversational dynamics, a common simplification is to rely on hand-crafted features to capture such relations—e.g., similarity between comments (Althoff et al., 2016; Tan et al., 2016) or conversation structure (Zhang et al., 2018b; Hessel and Lee, 2019)—, though neural attention architectures have also recently shown promise (Jo et al., 2018). To address the challenge of unknown horizon, prior work has largely chosen from one of two possible simplifying assumptions. One approach is to assume (unrealistic) prior knowledge of when the to-be-forecasted event takes place and extract features up to that point (Niculae et al., 2015; Liu et al., 2018). An alternative is to extract features from a fixed-length window, often at the start of the conversation (Curhan and Pentland, 2007; Niculae and Danescu-Niculescu-Mizil, 2016; Althoff et al., 2016, inter alia), as we did in Chapter 3. Choosing a catch-all window-size is however inherently compromising: as we observed previously, short windows will miss information in comments they do not encompass, while longer windows risk missing the to-be-forecasted event altogether if it occurs before the end of the window. We note that such simplifications may sometimes take place more implicitly (and possibly unintentionally); for example, Kementchedjhieva and Søgaard (2021) implement a forecasting model
using BERT which, during preprocessing, truncates comments (to fit the BERT context window) recursively starting from the longest comment—which implicitly relies on prior knowledge of all utterances in the conversation so that the longest one can be identified.

Together, these compromising simplifications allow the forecasting task to be expressed as a classification task, which mathematically looks as follows:

\[ p_{\text{event}} = f(\text{context}) \]  \hspace{1cm} (4.1)

Where \( f \) is a standard classification algorithm (e.g., naive bayes, logistic regression, or more advanced neural models like multilayer perceptron), “context” is the hand-engineered representation of the conversation at a specific point in time that is fed as input to \( f \), and \( p_{\text{event}} \) is the predicted probability of the to-be-forecasted event occurring, as output by \( f \).

This approach certainly has value and should not be completely dismissed; indeed, it served as the basis of most of the work cited in this section as well as our own proof-of-concept in Chapter 3. Yet as we have argued, the compromises involved also prevent this approach from being used in a practical setting to provide early warning. For this latter use case, the key missing factor is the ability to adapt to changes in the conversation. To achieve this, we need to modify Equation 4.1 to be aware of the possibility of changes in the conversation—in other words, we need to introduce a temporal dimension:

\[ p_{\text{event}}(t) = f(\text{context}(t)) \]  \hspace{1cm} (4.2)

Here, the key change we have made is to turn both the input context and output \( p_{\text{event}} \) into functions of a timestamp \( t \), which reflects the intuition that their value may change over time and factors in the key property that the to-be-forecasted event is in the future.
This abstract picture represents the novel class of model we ultimately want: a model that can perform the forecasting task in a real-time, online fashion, which we accordingly refer to as a *conversational forecasting model* (distinguishing it from traditional *classification models* that have been applied to forecasting tasks). The remainder of this chapter, then, is devoted to not only exploring how we can build such a model, but also how to evaluate it—which raises challenges of its own. In addition to presenting a concrete implementation of a conversational forecasting model and evaluating it, we position this novel class of models as a framework that other researchers and developers can use to address their own forecasting tasks, and offer via ConvoKit a general coding template that can be used to develop new conversational forecasting models.

### 4.3 Further Related Work

**Antisocial behavior.** Antisocial behavior online comes in many forms, including harassment (Vitak et al., 2017), cyberbullying (Singh et al., 2017), and general aggression (Kayany, 1998). Prior work has sought to understand different aspects of such behavior, including its effect on the communities where it happens (Collier and Bear, 2012; Arazy et al., 2013), the actors involved (Cheng et al., 2017; Volkova and Bell, 2017; Kumar et al., 2018; Ribeiro et al., 2018) and connections to the outside world (Olteanu et al., 2018).

**Post-hoc classification of conversations.** There is a rich body of prior work on classifying the outcome of a conversation after it has concluded, or classifying conversational events after they happened. Many examples exist, but some more closely related to our present work include identifying the winner.
of a debate (Zhang et al., 2016; Potash and Rumshisky, 2017; Wang et al., 2017), identifying successful negotiations (Curhan and Pentland, 2007; Cadilhac et al., 2013), as well as detecting whether deception (Girlea et al., 2016; Pérez-Rosas et al., 2016; Levitan et al., 2018) or disagreement (Galley et al., 2004; Abbott et al., 2011; Allen et al., 2014; Wang and Cardie, 2014; Rosenthal and McKeown, 2015) has occurred.

Our goal is different because we wish to forecast conversational events before they happen and while the conversation is still ongoing (potentially allowing for interventions). Note that some post-hoc tasks can also be re-framed as forecasting tasks (assuming the existence of necessary labels); for instance, predicting whether an ongoing conversation will eventually spark disagreement (Hessel and Lee, 2019), rather than detecting already-existing disagreement.

Such hand-crafted features are typically extracted from fixed-length windows of the conversation, leaving unaddressed the problem of unknown horizon. While some work has trained multiple models for different window-lengths (Liu et al., 2018; Hessel and Lee, 2019), they consider these models to be independent and, as such, do not address the issue of aggregating them into a single forecast (i.e., deciding at what point to make a prediction). We implement a simple sliding windows solution as a baseline (Section 4.6).

**Pre-training for NLP.** The use of pre-training for natural language tasks has been growing in popularity after recent breakthroughs demonstrating improved performance on a wide array of benchmark tasks (Peters et al., 2018; Radford et al., 2018). Existing work has generally used a language modeling objective as the pre-training objective; examples include next-word prediction (Howard and Ruder, 2018), sentence autoencoding, (Dai and Le, 2015), and ma-
chine translation (McCann et al., 2017). More recent work has focused on greatly scaling up the language modeling that is done in pre-training, leading to a new family of models known as large language models (LLMs), which have demonstrated cutting-edge performance on a wide variety of NLP tasks (Bommasani et al., 2022; Wei et al., 2022). Within this new generation of models, the most similar in spirit to ours is BERT (Devlin et al., 2019), whose pre-training task is to predict the next sentence in a document given the current sentence. Our pre-training objective extends this concept to the conversation level (predicting the next utterance in a conversation) rather than a document level. We hence view our objective as conversational modeling rather than (only) language modeling.

4.4 Derailment Datasets

We consider two datasets, representing related but slightly different forecasting tasks. The first dataset is an expanded version of the annotated Wikipedia conversations dataset from Chapter 3. This dataset uses carefully-controlled crowdsourced labels, strictly filtered to ensure the conversations are civil up to the moment of a personal attack. This is a useful property for the purposes of model analysis, and hence we focus on this as our primary dataset. However, we are conscious of the possibility that these strict labels may not fully capture the kind of behavior that moderators care about in practice. We therefore introduce a secondary dataset, constructed from the subreddit ChangeMyView (CMV) that does not use post-hoc annotations. Instead, the prediction task is to forecast whether the conversation will be subject to moderator action in the future.
**Wikipedia data (CGA-WIKI).** In Chapter 3 we introduced a dataset of Wikipedia Talk Page conversations labeled by crowdworkers as either containing a personal attack from within (i.e., hostile behavior by one user in the conversation directed towards another) or remaining civil throughout. To the ends of more effective model training, we elected to expand this dataset, using the original annotation procedure. Since we found that the original data skewed towards shorter conversations, we focused this crowdsourcing run on longer conversations: ones with 4 or more comments preceding the attack. Through this additional crowdsourcing, we expand the dataset to 4,188 conversations. We publicly release this data via ConvoKit (Chang et al., 2020b) as the “Conversations Gone Awry Dataset (Wikipedia Version)”, or CGA-WIKI.

We perform a 60-20-20 train/dev/test split, ensuring that paired conversations end up in the same split in order to preserve the topic control. Finally, we randomly sample another 1 million talk page conversations to use for the unsupervised pre-training of the generative component.

**Reddit CMV data (CGA-CMV).** The CMV dataset is constructed from conversations collected via the Reddit API. In contrast to the Wikipedia-based dataset, we explicitly avoid the use of post-hoc annotation. Instead, we use as our label whether a conversation eventually had a comment removed by a moderator for violation of Rule 2: “Don’t be rude or hostile to other users”.

Though the lack of post-hoc annotation limits the degree to which we can impose controls on the data (e.g., some conversations may contain toxic comments not flagged by the moderators) we do reproduce as many of the Wikipedia

---

2 We cap the length at 10 to avoid overwhelming the crowdworkers.

3 The existence of this specific rule, the standardized moderation messages and the civil character of the ChangeMyView subreddit was our initial motivation for choosing it.
data’s controls as we can. Namely, we replicate the topic control pairing by choosing pairs of positive and negative examples that belong to the same top-level post, following Tan et al. (2016) and enforce that the removed comment was made by a user who was previously involved in the conversation. This process results in 6,842 conversations, to which we again apply a pair-preserving 60-20-20 split. Finally, we gather over 600,000 conversations that do not include any removed comment, for unsupervised pre-training. As before, we publicly release this data via ConvoKit as the “Conversations Gone Awry Dataset (Reddit CMV version)”, or CGA-CMV.

4.5 Online Forecasting Model

We now describe our concrete implementation of a conversational forecasting model. Our model integrates two components: (a) a generative dialog model that learns to represent conversational dynamics in an unsupervised fashion; and (b) a supervised component that fine-tunes this representation to forecast future events. Figure 4.2 provides an overview of the proposed architecture, henceforth CRAFT (Conversational Recurrent Architecture for Forecasting).

Terminology. For modeling purposes, we treat a conversation as a sequence of \( N \) comments \( C = \{c_1, \ldots, c_N\} \). Each comment, in turn, is a sequence of tokens, where the number of tokens may vary from comment to comment. For the \( n \)-th comment (\( 1 \leq n \leq N \)), we let \( M_n \) denote the number of tokens. Then, a comment \( c_n \) can be represented as a sequence of \( M_n \) tokens: \( c_n = \{w_1, \ldots, w_{M_n}\} \).\(^4\)

\(^4\)The top-level post is not part of the conversations.

\(^5\)To keep model training computationally tractable, we cap the number of tokens at 80 (truncating anything beyond that) and the number of utterances at 16 (if a conversation ends up going longer than that, CRAFT discards comments in real time using a first-in-first-out scheme).
Generative component. For the generative component of our model, we use a hierarchical recurrent encoder-decoder (HRED) architecture (Sordoni et al., 2015a), a modified version of the popular sequence-to-sequence (seq2seq) architecture (Sutskever et al., 2014) designed to account for dependencies between consecutive inputs. Serban et al. (2016) showed that HRED can successfully model conversational context by encoding the temporal structure of previously seen comments, making it an ideal fit for our use case. Here, we provide a high-level summary of the HRED architecture, deferring deeper technical discussion to Sordoni et al. (2015a) and Serban et al. (2016).
An HRED dialog model consists of three components: an utterance encoder, a context encoder, and a decoder. The utterance encoder is responsible for generating semantic vector representations of comments. It consists of a recurrent neural network (RNN) that reads a comment token-by-token, and on each token $w_m$ updates a hidden state $h_{enc}^m$ based on the current token and the previous hidden state:

$$h_{enc}^m = f^{RNN}(h_{enc}^{m-1}, w_m)$$  \hspace{1cm} (4.3)$$

where $f^{RNN}$ is a nonlinear gating function (our implementation uses GRU (Cho et al., 2014)). The final hidden state $h_{enc}^M$ can be viewed as a vector encoding of the entire comment.

Running the encoder on each comment $c_n$ results in a sequence of $N$ vector encodings. A second encoder, the context encoder, is then run over this sequence:

$$h_{con}^n = f^{RNN}(h_{con}^{n-1}, h_{enc}^M)$$  \hspace{1cm} (4.4)$$

Each hidden state $h_{con}^n$ can then be viewed as an encoding of the full conversational context up to and including the $n$-th comment. To generate a response to comment $n$, the context encoding $h_{con}^n$ is used to initialize the hidden state $h_{dec}^0$ of a decoder RNN. The decoder produces a response token by token using the following recurrence:

$$h_{dec}^t = f^{RNN}(h_{dec}^{t-1}, w_{t-1})$$

$$w_t = f^{out}(h_{dec}^t)$$  \hspace{1cm} (4.5)$$

where $f^{out}$ is some function that outputs a probability distribution over words; we implement this using a simple feedforward layer. In our implementation, we further augment the decoder with attention (Bahdanau et al., 2014; Luong et al., 2015) over context encoder states to help capture long-term inter-comment
dependencies. This generative component can be pre-trained using unlabeled conversational data.

**Prediction component.** Given a pre-trained HRED dialog model, we aim to extend the model to predict from the conversational context whether the to-be-forecasted event will occur. Our predictor consists of a multilayer perceptron (MLP) with 3 fully-connected layers, leaky ReLU activations between layers, and sigmoid activation for output. For each comment $c_n$, the predictor takes as input the context encoding $h_n^{\text{con}}$ and forwards it through the MLP layers, resulting in an output score that is interpreted as a probability $p_{\text{event}}(c_{n+1})$ that the to-be-forecasted event will happen (e.g., that the conversation will derail):

$$p_{\text{event}}(c_n) = f^{\text{MLP}}(h_n^{\text{con}})$$ (4.6)

We note that Equation 4.6 precisely mirrors the abstract picture of a conversational forecasting model defined in Equation 4.2, making it concrete by providing defined values as inputs: the multilayer perceptron $f^{\text{MLP}}$ as the function $f$, and $h_n^{\text{con}}$ as the context, to produce a forecast $p_{\text{event}}(c_n)$ that is specific to state of the conversation as of comment $c_n$ (and therefore is time-dependent as specified by Equation 4.2).

Training the predictive component starts by initializing the weights of the encoders to the values learned in pre-training. The main training loop then works as follows: for each positive sample—i.e., a conversation containing an instance of the to-be-forecasted event (e.g., derailment) at comment $c_e$—we feed the context $c_1, \ldots, c_{e-1}$ through the encoder and classifier, and compute cross-entropy loss between the classifier output and expected output of 1. Similarly, for each negative sample—i.e., a conversation where none of the comments exhibit the to-be-forecasted event and that ends with $c_N$—we feed the context
\(c_1, \ldots, c_{N-1}\) through the model and compute loss against an expected output of 0.

Note that the parameters of the generative component are not held fixed during this process; instead, backpropagation is allowed to go all the way through the encoder layers. This process, known as fine-tuning, reshapes the representation learned during pre-training to be more directly useful to prediction (Howard and Ruder [2018]).

We implement the model and training code using PyTorch. The full code is publicly available\(^6\) and the trained models are also distributed via ConvoKit.

### 4.6 Forecasting Derailment

Having defined a concrete implementation of a conversational forecasting model, we now turn to the question of how well this model performs on our CGA-WIKI and CGA-CMV scenarios. Answering this question, however, requires addressing a more foundational question: how do we evaluate a forecaster? In other words, what makes a forecast “good”?

#### 4.6.1 Defining Metrics for Evaluating Forecasts

As discussed in detail in Section 4.2, forecasting is different from traditional classification. The structural differences between them also mean that commonly-used metrics for evaluating classifiers are not directly applicable to evaluating

\(^6\)https://github.com/jpwchang/CRAFT
conversational forecasting models. More concretely, recall the general mathematical representation of a classifier (Equation 4.1), wherein for a single (static) input document, the classifier produces one prediction. Evaluation typically proceeds by comparing this single prediction to a single ground-truth label, allowing the prediction to be categorized as, e.g., a true (or false) positive (or negative). From these categories, further metrics such as accuracy, precision, and recall can be derived.

By contrast, a conversational forecasting model produces multiple forecasts over the lifetime of a conversation. But each conversation still only has a single ground-truth label—in this case, whether or not it derails, but more generally, whether or not the to-be-forecasted event occurs—meaning we cannot simply treat each forecast as an independent prediction and apply standard classification metrics. Instead, we need to aggregate individual forecasts across the whole conversation to obtain a single point of comparison with the ground-truth label. But there are many possible ways to aggregate forecasts, ranging from basic approaches like taking a mean or median to more sophisticated combinations of multiple mathematical operations—which aggregation method is the right one to use? To answer this, we need to articulate exactly what it is we want; that is, to formally state the desiderata of what constitutes a “good” forecast.

To approach this, let us further reformulate the question: for any given conversation, what behavior would we want to see from an “ideal” forecaster? We consider two cases: conversations that actually derail, and ones that do not. If the conversation actually derails, we would intuitively like our forecasting model to, at some point during the conversation, forecast derailment. For now we will not be too picky about precisely when this forecast happens, since as
Figure 4.1 illustrates, signs of derailment may ebb and flow throughout the course of a conversation; instead we care only that at some point in the conversation, the model forecasts that the conversation will derail (though we will revisit this later in Section 4.7). Based on this intuition, we propose a forecasting-specific definition of **true positives (TP)** as actually-derailing conversations that are at some point forecasted to derail. Conversely, actually-derailing conversations that are never forecasted to derail are counted as **false negatives (FN)**. By similar reasoning, when considering a conversation that actually does not derail, the forecasting model should ideally never forecast that it will derail, and so such a case should be counted as a **true negative (TN)**.

What about the remaining situation, where a conversation does not derail but the forecasting model forecasts that it will derail? This case is somewhat trickier to reason about, because there is an argument to be made that a forecast of derailment in such a conversation is not necessarily “incorrect”. Certainly, there are cases where the forecast was truly made in error and counts as a **false positive (FP)**, but on the other hand, it is also possible that there was at one point rising tension and conflict that legitimately put the conversation at risk of derailment, but this tension later somehow got defused. For example, imagine that after the fourth comment in Figure 4.1 a third party came in to mediate the emerging disagreement and successfully got the other users to calm down. This would change the subsequent trajectory of the conversation, but it would not retroactively change the fact that in the context of the first four comments there was rising tension, and a forecast of derailment made at that point is still arguably correct. Given that there is no straightforward answer of how to ad-

---

7 An analogy can be made to weather forecasting: if the forecast gives 70% chance of rain and it does not rain, this does not imply that the forecast was incorrect (as many a meteorologist will passionately remind you!).
dress this possibility, in this work we make the conservative assumption that all forecasts of derailment in non-derailing conversations are the result of model error and therefore count as false positives, which allows us to at least guarantee that we are not overestimating model performance. However, we emphasize that in practice, false positives are more complicated to reason about, and future work should examine the interesting yet complex phenomenon of conversations recovering from rising tension and conflict.

From these forecasting-specific definitions of true and false positives and negatives, it is possible to further derive the metrics of accuracy, precision, recall, F1, and false positive rate via their standard definitions. We evaluate the performance of CRAFT along these metrics on the CGA-WIKI and CGA-CMV datasets. To this end, for each of these datasets we pre-train the generative component on the corresponding unlabeled data and fine-tune it on the labeled training split (data size detailed in Section 4.4). These evaluation metrics are also built-in to ConvoKit’s forecasting framework.

4.6.2 Baselines

Beyond just applying the metrics from Section 4.6.1 to CRAFT, we also wish to put these numbers in context by comparing to some baselines. Since CRAFT is a first-of-its-kind model, there is no directly comparable state-of-the-art to use as a natural baseline. Nonetheless, we can adapt techniques from standard NLP and from prior work (including Chapter 3) to create simpler conversational forecasting models to serve as reference points that CRAFT should ideally outperform.
Fixed-length window baselines. We first seek to compare CRAFT to existing, fixed-length window approaches to forecasting. To this end, we implement two such baselines: Awry, which is the proof-of-concept model introduced in Chapter 3, and BoW, a simple bag-of-words baseline that makes a prediction using TF-IDF weighted bag-of-words features extracted from the first comment-reply pair.

Online forecasting baselines. Next, we consider simpler approaches for making forecasts as the conversations happen (i.e., in an online fashion). First, we propose Cumulative BoW, a model that recomputes bag-of-words features on all comments seen thus far every time a new comment arrives. While this approach does exhibit the desired behavior of producing updated predictions for each new comment, it fails to account for relationships between comments.

This simple cumulative approach cannot be directly extended to models whose features are strictly based on a fixed number of comments, like Awry. An alternative is to use a sliding window: for a feature set based on a window of $W$ comments, upon each new comment we can extract features from a window containing that comment and the $W - 1$ comments preceding it. We apply this to the Awry method and call this model Sliding Awry. For both these baselines, we aggregate comment-level predictions in the same way as in our main model.

Off-the-shelf baselines. As mentioned in in Section 4.3, modern pretrained models such as BERT have shown competitive off-the-shelf performance on a wide range of NLP tasks. It is therefore natural to wonder whether they can be directly applied to forecasting derailment. To explore this, we implement a BERT baseline using hyperparameter values reported by Kementchedjhieva and Sogaard (2021). Our implementation differs from theirs in how we han-
dle BERT’s fixed-size 512-token input window. Their implementation works by recursively stripping tokens from the longest comment, but as discussed in Section 4.2.1, this requires prior knowledge of what the longest comment is. To avoid assuming such prior knowledge, we instead adopt a sliding window approach like the one used for the Sliding Awry baseline, where after each new comment, the BERT baseline makes a forecast using as input the 512 most recent tokens in the concatenated comments of the conversation. We accordingly refer to this baseline as Sliding BERT.

**CRAFT ablations.** Finally, we consider two modified versions of the CRAFT model in order to evaluate the impact of two of its key components: (1) the pre-training step, and (2) its ability to capture inter-comment dependencies through its hierarchical memory.

To evaluate the impact of pre-training, we train the prediction component of CRAFT on only the labeled training data, without first pre-training the encoder layers with the unlabeled data. We find that given the relatively small size of labeled data, this baseline fails to successfully learn, and ends up performing at the level of random guessing. This result underscores the need for the pre-training step that can make use of unlabeled data.

To evaluate the impact of the hierarchical memory, we implement a simplified version of CRAFT where the memory size of the context encoder is zero (CRAFT − CE), thus effectively acting as if the pre-training component is a vanilla seq2seq model. In other words, this model cannot capture inter-comment dependencies, and instead at each step makes a prediction based only on the utterance encoding of the latest comment.

---

8 We thus exclude this baseline from the results summary.
Table 4.1: Comparison of the capabilities of each baseline and our CRAFT models (full and without the Context Encoder) in both the (a) Wikipedia and (b) CMV settings. Models are compared in terms of their ability to capture inter-comment (D)ynamics, process conversations in an (O)nline fashion, and automatically (L)earn feature representations, as well as their performance in terms of (A)ccuracy, (P)recision, (R)ecall, False Positive Rate (FPR), and F1 score. ‘Awry’ is the baseline model from Chapter 3.

### 4.6.3 Results

Table 4.1 compares CRAFT to the baselines on the test splits (random baseline is 50%) and illustrates several key findings. First, we find that unsurprisingly, accounting for full conversational context is indeed helpful, with even the
simple online baselines outperforming the fixed-window baselines. On both datasets, CRAFT outperforms all the non-BERT baselines (including the other online models) in terms of accuracy and F1. Furthermore, although it loses on precision (to CRAFT − CE) and recall (to Cumulative BoW) individually on CGA-WIKI, CRAFT has the superior balance between the two, having both a visibly higher precision-recall curve and larger area under the curve (AUPR) than the baselines (Figure 4.3). This latter property is particularly useful in a practical setting, as it allows moderators to tune model performance to some desired precision without having to sacrifice as much in the way of recall (or vice versa) compared to the baselines and pre-existing solutions.
In contrast to the other baselines, Sliding BERT is—at least in the CGA-CMV setting—more closely competitive with CRAFT, with the two models being roughly on par in accuracy and precision. We note, however, that CRAFT does noticeably higher on recall (in both datasets) without having to trade off precision. This property is again potentially useful in the context of balancing precision and recall in a practical setting. Overall, we argue that this shows that despite the generally good off-the-shelf performance of pretrained models on most NLP tasks, the inherent modeling challenges involved in forecasting (Section 4.2) pose a challenge even to these state-of-the-art general-purpose models, and there is still value in building models like CRAFT that are specifically geared towards forecasting.

In interpreting these results, it is important to bear in mind that, as neural models, CRAFT and BERT performance may vary due to nondeterminism in the training process. To quantify this variance, we perform 10 runs of CRAFT and BERT fine-tuning from scratch on each dataset, from which we can compute the standard deviation of each metric. We find that CRAFT’s overall variance is relatively low, with accuracy and F1 both having standard deviations of < 1%, meaning those results are robust. That said, it should be noted that precision, recall, and false positive rate are somewhat more variable: they have standard deviations between 1 – 3% on CGA-WIKI, or 1 – 5% on CGA-CMV (the latter finding being perhaps a consequence of the relative noisiness of the CGA-CMV data). By contrast, BERT’s performance is somewhat more variable, with > 1% standard deviation on F1. Despite the variance in both models, however, our earlier comparisons generally still hold across runs. The full results of all 10 runs on each dataset can be found in Appendix E.
Figure 4.4: Distribution of number of comments elapsed between the model’s first warning and the toxic comment in the (a) CGA-WIKI and (b) CGA-CMV scenarios.

4.7 Analysis

We now examine the behavior of CRAFT in greater detail, to better understand its benefits and limitations. We specifically address the following questions: (1) How much early warning does the model provide? (2) How does conversation length affect model performance? (3) Does the model actually learn an order-sensitive representation of conversational context?\footnote{We choose to focus on CGA-WIKI since the conversational prefixes are hand-verified to be civil. For completeness we also report results for CGA-CMV throughout, but they should be taken with an additional grain of salt.}

\textbf{Early warning, but how early?} The recent interest in forecasting derailment has been driven by a desire to provide pre-emptive, actionable warning to moderators. But does our model trigger early enough for any such practical goals?

For each actually-derailing conversation that the model correctly forecasts will derail (i.e., for each true positive), we count the number of comments elapsed between the time the model is first triggered and the actual toxic comment; note that by definition this metric is only computable on true positives, as it requires the existence of both an actual toxic comment and a trigger (i.e. a pos-
<table>
<thead>
<tr>
<th>Subset</th>
<th>A</th>
<th>P</th>
<th>R</th>
<th>FPR</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st quartile (&lt; 5 comments)</td>
<td>71.4</td>
<td>70.6</td>
<td>73.3</td>
<td>30.5</td>
<td>72.0</td>
</tr>
<tr>
<td>2nd quartile (5 – 6 comments)</td>
<td>67.7</td>
<td>64.4</td>
<td>79.2</td>
<td>43.8</td>
<td>71.0</td>
</tr>
<tr>
<td>3rd quartile (6 – 8 comments)</td>
<td>63.8</td>
<td>60.5</td>
<td>79.7</td>
<td>52.0</td>
<td>68.8</td>
</tr>
<tr>
<td>4th quartile (≥ 8 comments)</td>
<td>60.5</td>
<td>58.0</td>
<td>75.8</td>
<td>54.8</td>
<td>65.7</td>
</tr>
</tbody>
</table>

(a) CGA-WIKI

<table>
<thead>
<tr>
<th>Subset</th>
<th>A</th>
<th>P</th>
<th>R</th>
<th>FPR</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st quartile (&lt; 4 comments)</td>
<td>67.1</td>
<td>66.7</td>
<td>68.4</td>
<td>34.2</td>
<td>67.5</td>
</tr>
<tr>
<td>2nd quartile (4 – 6 comments)</td>
<td>64.6</td>
<td>61.9</td>
<td>75.8</td>
<td>46.7</td>
<td>68.1</td>
</tr>
<tr>
<td>3rd quartile (6 – 8 comments)</td>
<td>59.9</td>
<td>56.3</td>
<td>87.6</td>
<td>67.9</td>
<td>68.6</td>
</tr>
<tr>
<td>4th quartile (≥ 8 comments)</td>
<td>55.9</td>
<td>53.6</td>
<td>87.1</td>
<td>75.3</td>
<td>66.4</td>
</tr>
</tbody>
</table>

(b) CGA-CMV

Table 4.2: Performance of CRAFT on subsets of the (a) CGA-WIKI and (b) CGA-CMV test sets, subdivided by conversation length.

itive forecast). Figure 4.4 shows the distribution of these counts: on average, the model warns of toxicity 3 comments before it actually happens (4 comments for CMV). To further evaluate how much time this early warning would give to the moderator, we also consider the difference in timestamps between the comment where the model first triggers and the actual toxic comment. Over 50% of conversations get at least 3 hours of advance warning (2 hours for CMV). Moreover, 39% of conversations get at least 12 hours of early warning before they derail.

**How does performance vary with conversation length?** The above analysis sheds light on how the exact timing of CRAFT’s initial forecast can vary, but it is (by design) independent of the actual length of the conversation. A natural follow-up question, then, is whether the length of a conversation matters in terms of how well CRAFT does at forecasting. Notably, if length does turn out to affect CRAFT’s performance, it is not immediately obvious a priori what direction we should expect the effect to go in. On the one hand, it is plausible that longer conversations offer more information for CRAFT to base its decisions on,
and would thereby lead to increased performance. On the other hand, it is also plausible that longer conversations offer more opportunities for CRAFT to get things wrong, and would thereby lead to decreased performance.

To settle this question, we take the CGA-WIKI test set and subdivide it based on length. The subdivision is done by quartiles, so that we end up with four approximately evenly-sized subsets: conversations with fewer than 5 comments in the first quartile, 5-6 comments in the second quartile, 6-8 comments in the third quartile, and 8 or more comments in the fourth quartile. We then compute the performance metrics within each subset. We also repeat this experiment on the CGA-CMV test set, which has slightly different (but broadly similar) cutoff points for its quartiles.

The results of this analysis are shown in Figure 4.2. In both settings, we find that there is indeed a length effect, and that specifically CRAFT has better performance on shorter conversations. As conversation length increases, we observe decreases in accuracy, precision, and F1, and increases in false positive rate (more pronounced for CGA-CMV than for CGA-WIKI). These findings may have implications for real-world usage of CRAFT; for instance, given the reduced performance on longer conversations, applications using CRAFT may consider imposing a higher decision threshold once the conversation passes a certain length. Future work should explore such possibilities and empirically evaluate what settings offer the best overall forecasting power.

**Does order matter?** One motivation behind the design of our model was the intuition that comments in a conversation are not independent events; rather, the order in which they appear matters (e.g., a blunt comment followed by a polite one feels intuitively different from a polite comment followed by a blunt one).
By design, CRAFT has the capacity to learn an order-sensitive representation of conversational context, but how can we know that this capacity is actually used? It is conceivable that the model is simply computing an order-insensitive “bag-of-features”. Neural network models are notorious for their lack of transparency, precluding an analysis of how exactly CRAFT models conversational context. Nevertheless, through two simple exploratory experiments, we seek to show that it does not completely ignore comment order.

The first experiment for testing whether the model accounts for comment order is a prefix-shuffling experiment, visualized in Figure 4.5. For each conversation that the model predicts will derail, let $t$ denote the index of the triggering comment, i.e., the index where the model first made a derailment forecast. We then construct synthetic conversations by taking the first $t-1$ comments (henceforth referred to as the prefix) and randomizing their order. Finally, we count how often the model no longer predicts derailment at index $t$ in the synthetic conversations. If the model were ignoring comment order, its prediction should remain unchanged (as it remains for the Cumulative BoW baseline), since the actual content of the first $t$ comments has not changed (and CRAFT inference is deterministic). We instead find that in roughly one fifth of cases (12% for

---

11We restrict the experiment to cases where $t \geq 3$, as prefixes consisting of only one comment cannot be reordered.
CMV) the model changes its prediction on the synthetic conversations. This suggests that CRAFT learns an order-sensitive representation of context, not a mere “bag-of-features”.

To more concretely quantify how much this order-sensitive context modeling helps with prediction, we can actively prevent the model from learning and exploiting any order-related dynamics. We achieve this through another type of shuffling experiment, where we go back even further and shuffle the comment order in the conversations used for pre-training, fine-tuning and testing. This procedure preserves the model’s ability to capture signals present within the individual comments processed so far, as the utterance encoder is unaffected, but inhibits it from capturing any meaningful order-sensitive dynamics. We find that this hurts the model’s performance (65% accuracy for Wikipedia, 59.5% for CMV), lowering it to a level similar to that of the version where we completely disable the context encoder.

Taken together, these experiments provide evidence that CRAFT uses its capacity to model conversational context in an order-sensitive fashion, and that it makes effective use of the dynamics within. An important avenue for future work would be developing more transparent models that can shed light on exactly what features are being extracted and how they are used in prediction.

4.8 Conclusions and Discussion

In this chapter, we articulated a need for a new class of conversational forecasting models that can process comments as they happen and take the full conversational context into account to make an updated forecast at each step. We then
described CRAFT, a first-of-its-kind concrete implementation of this idea. This model fills a void in the existing literature on conversational forecasting, simultaneously addressing the dual challenges of capturing inter-comment dynamics and dealing with an unknown horizon. We find that our model achieves not only beats naive baselines on the task of forecasting derailment in two different datasets that we release publicly, but even goes neck-and-neck with—or in some cases exceeds—the performance of the popular pretrained model BERT. We further show that the resulting system can provide substantial prior notice of derailment, opening up the potential to assist in proactive interventions to keep the conversation on track [Seering et al., 2017].

While we have focused specifically on the task of forecasting derailment, we view this work as a step towards a more general model for real-time forecasting of other types of emergent properties of conversations. Follow-up work could adapt the CRAFT architecture to address other forecasting tasks mentioned in Section 4.3—including those for which the outcome is extraneous to the conversation. We expect different tasks to be informed by different types of inter-comment dynamics, and further architecture extensions could add additional supervised fine-tuning in order to direct it to focus on specific dynamics that might be relevant to the task (e.g., exchange of ideas between interlocutors or stonewalling). To support such efforts, we have implemented a general framework for developing conversational forecasting models as part of ConvoKit, enabling the standardization of future models such that they can easily be interchanged and directly compared.

A practical limitation of the current analysis is that it relies on balanced datasets, while derailment is a relatively rare event for which a more restrictive
trigger threshold would be appropriate. While our analysis of the precision-recall curve suggests the system is robust across multiple thresholds ($AUPR = 0.7$), additional work is needed to establish whether the recall tradeoff would be acceptable in practice.

Additionally, one major limitation of the present work is that it assigns a single label to each conversation: does it derail or not? In reality, derailment need not spell the end of a conversation; it is possible that a conversation could get back on track, suffer a repeat occurrence of antisocial behavior, or any number of other trajectories. It would be exciting to consider finer-grained forecasting of conversational trajectories, accounting for the natural—and sometimes chaotic—ebb-and-flow of human interactions.

Finally, there remain open questions regarding what human users and moderators actually desire from an early-warning system, which would affect the design of a practical system based on this work. For instance, how early does a warning need to be in order for users or moderators to find it useful? What is the optimal balance between precision, recall, and false positive rate at which such a system is truly helping humans find derailing conversations they might have otherwise missed, while also avoiding wasting their time through false positives? What are the ethical implications of such a system? We regard these questions as an important part of the overall evaluation of any derailment forecasting model, since assisting users and moderators was the original underlying motivation. Answering these questions requires integrating CRAFT into a prototype tool that is accessible to laypersons, and conducting user studies to understand how users and moderators interact with such a tool—a nontrivial undertaking that constitutes the focus of the next chapter.
CHAPTER 5
HOW FORECASTING DERAILMENT CAN HELP ONLINE COMMUNITIES

5.1 Introduction

Our key findings up to now have been as follows:

- In Chapter 2, we found that users and moderators of online communities have some intuition for when conversations might be at risk of derailing into toxicity, and also have some strategies for proactively preventing such an outcome. At the same time, we also found that this intuition is imperfect and that users and moderators alike express uncertainty about whether and when it is appropriate to act proactively.

- In Chapter 3, we formalized the task of identifying conversations that are at risk of derailment as a novel conversational forecasting task and showed that this task is feasible for computational methods. We followed this up in Chapter 4 with a new model for practical, real-time forecasting of derailment.

In other words, we have identified both a problem—users and moderators face practical challenges in knowing when to take proactive action to prevent a conversation from derailing into toxicity—and a potential solution—computational approaches, which are capable of capturing some of the human intuition about risk of derailment, could provide forecasts to help augment existing human judgment; in other words, enhance users’ risk awareness.
Yet thus far, this potential solution has been purely hypothetical. While we have found that our CRAFT model performs well along a series of metrics for evaluating forecasts (Section 4.6), it is well-documented that these metrics do not perfectly correlate with real-world utility (Ribeiro et al., 2020; Raji et al., 2022). Therefore, the aim of this chapter is to go beyond just evaluating the CRAFT model itself, and instead evaluate its utility in our proposed proactive risk awareness paradigm: can forecasts from CRAFT effectively improve users’ experiences in their online discussions? To narrow the scope of our investigation, we will focus for now on the perspective of ordinary users, though we will also provide concrete pointers for how this work could be extended to apply to moderators as well (Section 5.5).

In designing this evaluation, a top priority for us is to gain as realistic as possible a picture of how real users react to algorithmic forecasts in a real setting; that is, in the standard parlance of study design, we aim to prioritize ecological validity and avoid the known distorting effects of laboratory or crowdsourced studies (Taylor et al., 2019; Reinecke and Gajos, 2015; Goodman et al., 2013; Nichols and Maner, 2008). Accordingly, we follow the precedent of similar work in human-computer interaction (Katsaros et al., 2022; Kohlbrenner et al., 2022) and conduct an “in-the-wild” user study in a popular online discussion platform, ChangeMyView. Executing this requires us to engage with several core challenges: not only technical, but also practical and ethical.

From a technical perspective, we need to build a system that can apply CRAFT (or any other forecasting algorithm) to real ongoing discussions, and generate forecasts in real time so that it can inform users about the risk of derailment and about the potential impact of their responses as they are drafting them.
To this end we develop a prototype tool, which we call ConvoWizard, consisting of two interoperating components: a backend algorithmic scoring system powered by CRAFT, and a frontend browser plugin that relays conversational data to the backend and, based on the results returned by the CRAFT backend, serves interventions to users directly on the ChangeMyView webpage.

From an ethical and practical perspective, turning regular platform users into volunteers for a scientific study requires a design that puts their needs and well-being at the fore. Thus, in designing and conducting this user study, we adopted a community collaboration model which took direct input from ChangeMyView community leaders. Additionally, we used a two-phase study design, starting with a larger phase in which we sought feedback from the participants after using the fully functional tool for one month, and continuing with a second phase in which we implemented a within-participant randomized controlled experiment lasting two months.

The results of the user study suggest that the risk awareness paradigm has the potential to improve online discourse and motivate further research in this direction. In exit surveys, the majority of participants report that they found ConvoWizard helpful for identifying tense situations, with the tool both supplementing their intuitions—catching types of tension that they may not have known to look for—and activating their existing intuitions—reminding them to be on the lookout for tension in situations where they may not have been paying attention. Most participants also report that this additional awareness of risk helped them avoid fights and kept them from posting comments they would have regretted later.

1 A video demonstration of ConvoWizard is available at [https://www.cs.cornell.edu/~cristian/Thread_With_Caution.html](https://www.cs.cornell.edu/~cristian/Thread_With_Caution.html)
Combining feedback from participants with quantitative analysis of the data from the randomized controlled experiment offers a glimpse into concrete steps participants took in response to this increased awareness. First, participants report that seeing a warning from ConvoWizard led them to reflect more on the tension in the conversation and how their reply might affect it. This effect is echoed in the randomized controlled experiment results: when users are warned that a conversation they are participating in is at risk of future incivility, they spend 9% more time on average drafting their comment compared to the control condition where they are not warned of this risk. Beyond reflecting on tension, participants further report that they go on to revise their draft reply using ConvoWizard as a guide to reduce the risk of derailment. This effect is again echoed in the experimental results: when users are warned about an existing risk they edit their reply in a way that tends to gradually decrease this risk, whereas in the control condition where they are not warned, they tend to escalate the risk. While the observed effects are small and limited by the scale of our study, they nonetheless combine with our qualitative observations to offer a promising initial indicator that directly empowering well-intentioned users with additional awareness about risk of derailment is a feasible complement to existing moderation practices, with potential to improve online discourse. This establishes a groundwork for future studies by highlighting concrete directions for future implementations of this paradigm.

In summary, in this chapter we:

- propose a new paradigm that empowers well-intentioned users to assess and address the risk of incivility in the conversations they participate in;
- develop a fully functional tool that implements this paradigm in a popular
discussion community; and

- design and conduct a user study, in collaboration with the moderators of this community, to evaluate the feasibility and potential of this new paradigm.

Note on source material. This chapter adapts and synthesizes material from Schluger et al. (2022) and Chang et al. (2022).

5.2 Related Work

5.2.1 User-facing Interventions

Our current work fits into the broader landscape of user-facing interventions: meant to steer users towards more pro-social behaviors. Such technology is built upon the principle that ordinary users can and should play a role—alongside traditional moderation—in community governance and norm maintenance (as we have previously outlined in Chapter 1).

The concept of using user-facing interventions to guide and promote pro-social behavior descends from earlier work in HCI which has studied how interventions might be used to promote offline behaviors, most notably in the area of health and fitness (Krebs et al. 2010). Among the earliest work on interventions directly related to building and maintaining pro-social norms is Kriplean et al. (2012a)’s “ConsiderIt”, which presents an experimental platform for political deliberation in which users are guided to critically examine talking points from both sides and attempt to better understand each others’ perspectives. Con-
siderIt could be viewed as an early attempt at using platform design to reduce the likelihood of misunderstandings (a potential factor in derailment, as we describe in Section 2.2); this goal is more explicitly tackled in its contemporary work “Reflect” (Kriplean et al., 2012b), a proof-of-concept discussion platform where users seeking to reply to a comment are asked to first reflect on what the commenter might have meant and to explain it in their own words.

While the interventions tested in ConsiderIt and React involved prominently asking users to go out of their way to complete intensive tasks, more recent work has explored more subtle approaches. Seering et al. (2019a) build upon the foundation laid by ConsiderIt and React, but reformulate the intervention as simpler CAPTCHA-style tasks meant to promote pro-social behavior on a more subconscious level. Taylor et al. (2019) take this subconscious approach even further, introducing “empathy nudges” in the form of minor UI adjustments—for instance, personalizing the reply button by showing the name of the user being replied to—that do not explicitly require any extra action from the user.

While experiments with these interventions have shown success, the authors of one such system, Taylor et al. (2019), caution that their implementation (and others like it) suffer from a key vulnerability that might limit their effectiveness in the real world: they are static, in the sense that they are globally applied across all of a user’s interactions. The problem is that not every interaction requires an intervention; in most interactions people are already behaving civilly. Though at first this seems at most a minor annoyance, Taylor et al. reason that because that peoples’ capacity for empathy is finite, static interventions might only work in a limited lab setting—if users were seeing the intervention all the time in their everyday social media usage, they might get overwhelmed and
just tune it out. A similar “attrition” effect, where static interventions lose effectiveness over time when deployed at scale, has been observed in work on interventions in other fields (Krebs et al., 2010; Kovacs et al., 2018; Collins et al., 2014). Thus, Taylor et al. argue, making proactive interventions effective at scale requires a dynamic approach of “targeting design interventions just in time for the individuals who need them.”

Up until recently, technical barriers have stood in the way of developing such dynamic interventions: in lieu of a method to automatically identify situations where interventions are needed, what little work has been done in this direction in the past has relied upon simple heuristics to decide when interventions are shown. For instance, Halfaker et al. (2011b) test an intervention on Wikipedia that is only shown in interactions involving a user who is new to the community, under the assumption that these are particularly sensitive situations where toxicity could impact the new user’s likelihood of remaining active on Wikipedia. But such simple heuristics may not capture all situations where interventions are needed—and with toxicity only continuing to grow as a problem in online communities, this has led to recent calls for the NLP community to investigate more sophisticated approaches for automatically detecting, and intervening in, conversations at risk of turning toxic (Jurgens et al., 2019).

Our present work adds to the ongoing research on proactive intervention design by exploring an initial response to Taylor et al. (2019)’s and Jurgens et al. (2019)’s calls for targeted, just-in-time interventions. We believe that derailment forecasting algorithms, like the CRAFT model we introduced in Chapter 4, can fill the technical gap to make such dynamic interventions possible, automatically identifying interactions in need of intervention by detecting rising tension.
that could lead to future toxicity. We use this technology to build our own implementation of a dynamic, proactive intervention system (Section 5.3.1).

5.2.2 “In-the-wild” Study Design

Our approach to evaluating our proposed proactive intervention system similarly derives from lessons learned in prior work on interventions and HCI more broadly. By far the most common approach to evaluating interventions has been the use of laboratory studies, in which participants—recruited either by traditional means or by crowdsourcing—are asked to specifically try out an intervention, which may be implemented as either a simulation/mockup, or as a fully implemented app that is deployed only within the confines of the experiment (i.e., not open to the public). Variations of this approach were used in most of the previously described intervention studies: Seering et al. (2017) and Taylor et al. (2019) recruited crowdworkers to evaluate mocked-up designs of their interventions, while Kriplean et al. (2012a)’s “ConsiderIt” was a fully-implemented system tested in an isolated in-person setting.

However, the artificial nature of laboratory settings has raised questions over the extent to which laboratory-observed effects translate to real-world effects. Research within both HCI and psychology has uncovered various drawbacks of laboratory studies that might limit the ecological validity of their findings: experimental subjects are often prone to biases such as tending to give responses that they think the experimenter wants (Nichols and Maner, 2008; Klein et al., 2012), and in the specific case of studying interventions, some interventions might be effective during the limited time window of the experiment—when
users are paying undivided attention to the intervention—but lose effectiveness in more realistic scenarios where users are juggling other interests, concerns, and distractions (Collins et al., 2014; Kovacs et al., 2018). To avoid such effects and gain a truer picture of an intervention’s effects, it is necessary to go outside the laboratory and run studies in real-world settings that more accurately reflect how the user would actually interact with the intervention on a day-to-day basis—in other words, to run studies “in the wild” (Consolvo et al., 2008; Reinecke and Gajos, 2015; Mottelson and Hornbæk, 2017).

Running studies “in the wild” also brings its own set of challenges, however. The bulk of online interactions today take place on closed-source, proprietary platforms that reveal little about their inner workings (Paterson, 2012), making it difficult or downright impossible to study user behaviors on those platforms. While these platforms sometimes engage in collaborations with the research community to make experimentation possible, they generally impose limitations on these collaborations that limit the scope of what can be done and raise questions about the validity of the resulting findings (Morstatter et al., 2013; Allen et al., 2021). One way to circumvent the limitations of major proprietary platforms is for researchers to develop their own custom platform which they have full access to and control over, as Kriplean et al. (2012b) did with their “Reflect” discussion platform. However, recruiting users to seriously use such a platform (and not just treat it as an experimental setting) remains challenging, largely limiting the scope of this approach to specific niches such as online games (Fu et al., 2017).

Recently, there has been increasing attention towards an alternative solution for in-the-wild studies which enable researchers to tap into major online plat-
forms while avoiding some of the limitations associated with those platforms: collecting data via browser extensions (Kohlbrenner et al., 2022; Ali et al., 2023). This approach aims to offer the best of both worlds: researchers maintain full control over browser extensions that they develop, much like they would with a custom platform, while at the same time extensions can integrate tightly with the browser in order to provide a window into otherwise-inaccessible user behaviors on closed platforms. Furthermore, the opt-in nature of the extension approach helps to avoid concerns about informed consent that can arise from platform-run experiments (Jouhki et al., 2016). Our present work adopts this approach, implementing an intervention for our risk awareness paradigm that is served to users through a custom browser extension, whose design we describe in Section 5.3.1.

5.3 Methods

To evaluate the feasibility of our proposed risk awareness paradigm we develop a prototype tool that implements it, ConvoWizard (Section 5.3.1), and gather both qualitative feedback and quantitative usage data through an IRB-approved user study (Section 5.3.2). Following a rich line of work on in-the-wild study design (Section 5.2.2), we set up our user study to involve real users in an actual social media community, namely the Reddit debate forum ChangeMyView (previously discussed in Section 2.3.1). However, the real-world setting also introduces a host of technical, practical, and ethical challenges, which end up shaping the design of our study:

**Technical challenge:** How can we provide users with real-time information
about the risk of real online conversations? In a laboratory setting, the researchers would have full control over both the conversations that get shown (which would enable them to pre-annotate the risk of each conversation) and the UI of the simulated platform (which would enable them to easily add the risk information as an additional UI element). By contrast, real online conversations take place on established platforms that we lack control over. In Section 5.3.1, we explain the technical approach we take to tackling this problem: developing a browser extension that reads the content of conversations taking place on Reddit, uses CRAFT to algorithmically score the risk level of that content in real time, and extends the Reddit UI with additional elements that can be used to display interventions based on the score.

**Practical challenge:** How can we convince everyday users of online platforms to use our tool as part of their regular activity? In particular, since we implement our interventions via a browser extension, participants need to be willing to not only install the software but also keep it enabled for the full duration of the study. Therefore, the tool needs to provide real value to the user in addition to supporting the research. In section 5.3.2, we explain how we set up the experimental conditions in order to combine these goals.

**Ethical challenge:** Algorithmic systems can produce flawed or biased judgments (Davidson et al., 2017; Duarte and Llansó, 2018), and harm can occur if such flawed judgments are used as the basis of real-world actions. In the specific context of our study, this could take the form of our tool providing wrong estimates of risk to users, which might cause them to make bad decisions. Because our study is taking place in real online discussions, the potential harm is not just limited to the study participants themselves, but to other users in the
discussion, and perhaps even the broader community. This danger carries a clear ethical implication: because the community shoulders the potential harms arising from flaws or misuse of our technology, the community should be consulted and involved in the running of the study. This conclusion leads us to develop our study as a community collaboration, done as a joint endeavor with the moderators of ChangeMyView. In Section 5.3.2, we explain this approach in more detail.

5.3.1 Technical Design: The ConvoWizard Tool

To address the technical challenge of presenting users with advance notification of how their comments may affect a conversation, we build ConvoWizard: a prototype tool that is designed to assess the risk of conversations in real time and deliver this information to the user. ConvoWizard is comprised of two parts: (1) a browser extension we distributed to participants in the study which extracts data about the conversations they engage with on ChangeMyView, collects data about their in-progress drafts, and displays UI interventions; and (2) a backend server which runs CRAFT in real time to predict the trajectory of ongoing conversations, relays this information to the browser extension, and logs data for subsequent analysis.

Frontend: the user facing extension

ConvoWizard’s user-facing frontend is implemented as a Google Chrome extension which operates by reading and manipulating Reddit’s browser-side HTML
Figure 5.1: The Context Summary feature of ConvoWizard provides information about whether the conversation the user is joining is at risk of turning uncivil in the future. (b) When no risk is detected, the Context Summary displays a neutral message on a blank background. (c) When risk is detected, the Context Summary displays a warning message displayed on a red background, with deeper shades of red indicating higher risk. Note that both examples come from the same discussion thread; for reference, the post that started the thread is shown in (a).
Figure 5.2: The Reply Summary provides information about what impact the user’s in-progress draft reply might have on the risk of incivility. (a) If the risk score with the draft reply is the same as the risk score without the draft reply (within a margin of error), the Reply Summary displays a neutral message. (b) If the risk score increases, the Reply Summary displays a warning message with a red background, with deeper shades of red indicating higher resulting risk. (c) If the risk score decreases, the Reply Summary displays a message about decreased tension with a green background, with deeper shades of green indicating larger magnitudes of score decrease. (Note that all three examples shown are replies to the tense context from Figure 5.1c; the preceding context is excluded for readability.)
DOM\(^2\) and therefore does not require any access to the user’s Reddit account. The ConvoWizard extension activates whenever a user hits the “reply” button in the Reddit UI, indicating they are considering joining the discussion. As the user drafts their reply, ConvoWizard provides feedback directly inside the Reddit UI via DOM manipulation. It specifically provides two types of feedback, referred to as the Context Summary and the Reply Summary, which are each displayed in separate UI elements (demonstrated in the Video Figure).

The **Context Summary** gives an estimate of how likely the conversation was to turn uncivil *prior* to the user joining in. To produce this estimate, the extension extracts the text of all preexisting comments \(\{c_1, \ldots, c_n\}\) in the conversation history from the DOM. Then, it sends this information to the backend server (Section 5.3.1) which returns a CRAFT score \(S_{\text{context}} = \text{CRAFT}(\{c_1, \ldots, c_n\})\); henceforth we refer to these scores as *risk scores* to emphasize that in the context of ConvoWizard, CRAFT is being used as an estimate of the risk of future incivility. If \(S_{\text{context}} > 0.55\)\(^3\) the Context Summary displays a warning to the user that the conversation they are about to participate in is tense and might become uncivil in the future. It also visually indicates this risk by changing its background color to a shade of red (scaling by risk score, such that higher scores produce redder colors). This functionality is visualized in Figure 5.1.

Then, as the user drafts their reply, the **Reply Summary** provides real-time estimates of how the in-progress reply, if posted as-is, might impact the risk of the conversation turning uncivil in the future. Every five seconds, the extension sends the current text of the in-progress reply, which we call \(r(t)\) (where \(t\) represents the current timestamp), to the ConvoWizard backend, which returns a risk

---

\(^2\)Document Object Model, the browser’s internal JavaScript-compatible representation of the web page.

\(^3\)This threshold was determined as part of the original CRAFT experiments (Section 4.6).
score that was computed with this text included: \( S_{r(t)} = \text{CRAFT}([c_1, \ldots, c_n, r(t)]) \).

The Reply Summary then determines what feedback to give by comparing \( S_{\text{context}} \) and \( S_{r(t)} \). If \( S_{r(t)} > S_{\text{context}} \) the Reply Summary displays a warning that the in-progress reply might increase the tension in the conversation, and visually indicates this with a red background whose shade scales with \( S_{r(t)} \). On the other hand, if \( S_{r(t)} < S_{\text{context}} \) and there was preexisting tension in the conversation (i.e., \( S_{\text{context}} > 0.55 \)), the Reply Summary displays a message that the in-progress reply might decrease the tension, and visually indicates this with a green background whose shade scales with \( S_{\text{context}} - S_{r(t)} \). This functionality is visualized in Figure 5.2.

**Backend server**

ConvoWizard also consists of a backend server component which is responsible for both running CRAFT to produce risk scores requested by the frontend, and logging the request data to produce a record of how users interacted with ConvoWizard. Every time the backend receives a request from the frontend, it first runs CRAFT on the attached data to produce a risk score to return to the frontend, then it logs the request and response to a database. Each logged request/response object includes the Reddit ID of the comment being replied to, the timestamp \( t \) of the request, the generated risk score, and (for Reply Summary requests) the in-progress reply text \( r(t) \). Additionally, all requests that happened under the same reply action (i.e., the initial Context Summary request that was sent when the user hit the “reply” button and all subsequent Reply Summary requests...
requests until the reply is submitted or cancelled) are grouped together in the
database as a single interaction. Knowing that a series of requests came from a
single interaction allows us to subsequently analyze how users modified their
drafts over time, as we will discuss in Section 5.4.

Ethical considerations for technical design

As previously mentioned, the real-world setting of our study raises important
ethical challenges. While we primarily respond to these challenges through the
design of the study, as we will discuss in Section 5.3.2, there are also ethical
implications for the design of the ConvoWizard tool itself.

First, there is the problem of misuse: our risk awareness paradigm is de-
signed for well-intentioned users, who do not deliberately desire conflict and
are thus more likely to respond appropriately to warnings of potential future
incivility. By contrast, bad-faith trolls could respond to such warnings quite dif-
ferently, for example purposely trying to write a comment that triggers a warn-
ing. Thus, it is important to restrict access to ConvoWizard so that bad-faith
trolls cannot easily get ahold of it. To this end, ConvoWizard is programmed
to be inoperable until it is “activated” using unique credentials that we assign
to each participant in our study. To prevent bad-faith trolls from circumventing
this restriction by simply signing up for the study, we check the posting history
of each user who signs up for our study, and prevent them from joining if they
do not have an established history of participation on ChangeMyView (as this
might indicate that the account is a purpose-made “sockpuppet” (Kumar et al.,
2017) or an outsider seeking to “brigade” the subreddit (Georgakopoulou et al.,
2020)).
There is also the problem of *errors* in ConvoWizard’s algorithm-driven estimates of risk. Algorithms that operate on human language, and especially on subjective aspects like civility, are far from perfect—they can fail to pick up on nuances of human behavior (Gillespie 2020; Duarte and Llansó 2018) and encode biases present in their training data (Davidson et al. 2017). But in the public consciousness, the capabilities and objectivity of algorithms are often overestimated (Bory 2019; Katzenbach 2021). To address this we have crafted the messaging in and around the ConvoWizard tool to counteract such possible overestimation by users. Throughout the instructions all study participants must read to set up ConvoWizard, we repeatedly remind them that ConvoWizard is an early prototype and may therefore make mistakes, and we encourage them to report any mistakes they notice.

Furthermore, the warning messages displayed in the ConvoWizard browser extension were specifically crafted to come across as *informational* rather than *prescriptive*—we avoided any wording that might imply the tool is advising users that they should (or should not) post their draft, as well as any language that might be associated with assigning blame. The final wording, which frames ConvoWizard findings as simply the existence or nonexistence of “tension” in the conversation (see Figures 5.1 and 5.2), was decided upon after multiple rounds of internal testing where testers evaluated the messages on whether they contained any of the implications we seek to avoid.

Of course, the steps listed here cannot completely eliminate the possibility of misuse or misinterpretation, and they are not meant as a standalone solution. Rather, these design choices comprise just one step in our broader response to the ethical challenges of this study, which we discuss further in Section 5.3.2.
5.3.2 Study Design

Having developed the ConvoWizard tool as a concrete implementation of the risk awareness paradigm, we now turn to describe the design of our IRB-approved study in which users tested and gave feedback on ConvoWizard in real online discussions.

Community collaboration with ChangeMyView

As previously mentioned, the need to evaluate our proposed paradigm in a real-world setting raises important ethical challenges, due to the danger of harm arising from algorithmic flaws or misuse of the ConvoWizard tool. While we have taken concrete steps to minimize the possibility of harm (Section 5.3.1), such steps can never completely eliminate the possibility.

Any harm that does occur might not just be limited to the users of ConvoWizard—algorithmic flaws or misuse could negatively impact the discussions in which those users partake, and this could have further impacts on the community (subreddit) in which the discussions occur. The resulting ethical implication is clear: the potentially affected party, that is the community itself, must be allowed to play an active role in the setup and execution of the study. This led us to develop our study as a community collaboration, actively working together with a specific subreddit and giving its members a chance to weigh in. We specifically chose to collaborate with the subreddit ChangeMyView, a community centered around good-faith debates. We chose this community for two reasons: it has an established history of research collaborations (Jhaver et al.).
and their overall culture, which prioritizes civility and open-mindedness, is a particularly good fit for our proposed paradigm, which is predicated on the good faith of users.

On Reddit, the term “moderator” can be somewhat misleading—volunteer subreddit moderators are not merely responsible for rule enforcement, but rather play a larger social role as community leaders, who engage directly with members of the community both formally and informally to build solidarity and construct shared norms (Dosono and Semaan, 2019; Seering, 2020; Gilbert, 2020) and even serve as their community’s representatives to the outside world (Seering et al., 2020). In light of this, our collaboration with ChangeMyView centered around an ongoing dialogue with the ChangeMyView moderators. We first reached out to them to explain our research and propose a collaboration, and after they collectively agreed to the proposal, we worked together to craft a public announcement explaining the study to the broader ChangeMyView community. The moderators subsequently posted the announcement as an official pinned post, which through the course of the study served a dual purpose as both a sign-up hub hosting links to join the study, and as a communications hub where ChangeMyView members (whether participating in the study or not) could ask questions, give feedback, or raise any concerns. As the study proceeded, we maintained our dialogue with the moderators, who acted as intermediaries between us and the ChangeMyView community: they passed along new questions and concerns to us, and we provided them with answers

These collaborations are publicly promoted on the ChangeMyView community wiki: https://www.reddit.com/r/changemyview/wiki/research

Concrete examples of this type of work among ChangeMyView moderators include organizing semi-regular town-hall-style feedback threads (https://www.reddit.com/r/changemyview/wiki/metamondays) and producing a ChangeMyView podcast (https://www.reddit.com/r/changemyview/wiki/podcast).

Official pinned posts always appear at the top of the subreddit page and have special styling to visually distinguish them from regular posts.
and updates which they could add to the pinned post.

**Experimental design**

In order to determine how users might react to ConvoWizard’s interventions, we employ a two-phase user study, consisting of a first phase focused on collecting self reports of how participants use ConvoWizard, followed by a second phase designed to collect more controlled usage data for the sake of quantifying the participant-reported effects. This two-phase design was driven by the aforementioned practical challenge of recruiting regular ChangeMyView users to use ConvoWizard: as we have described, addressing this practical challenge requires that users perceive ConvoWizard as providing real value, and a controlled setup can undermine this since ConvoWizard would not provide any utility to the user within a Control condition. Having two phases offers a workable compromise, as the uncontrolled first phase allows users to experience ConvoWizard in full without having to worry about interference from experimental controls, and serves to ease them in to the more complicated (from the user perspective) controlled second phase.

In Phase 1 of the study, lasting 30 days, participants are asked to install a version of ConvoWizard that does not implement any experimental controls, thus giving all participants an uninterrupted experience of using the tool. The focus of this phase is to gather self reports of how participants interact with this new paradigm, which they provide through an exit survey distributed at the end of the 30-day period (described in more detail later in this section).

Phase 2 of the study, lasting 60 days, is designed quantify the participant-
reported effects from Phase 1 through a controlled analysis of ConvoWizard usage logs. To this end, ConvoWizard in this phase implements a *within-subjects* randomized controlled experiment design in which we assign Treatment and Control conditions at an interaction level: when a participant first hits the “reply” button on a discussion thread within a ChangeMyView post, ConvoWizard randomly decides (with probability 0.5) whether or not to show the interventions for the user’s interactions on that post. This way we can compare how each participant behaves in the presence (vs. the absence) of the ConvoWizard intervention. Our choice of a within-subjects design rather than a between-subjects one was again driven by practical considerations: asking users to install and use a tool that does nothing (as would be the case in the Control setting of a between-subjects study) would be infeasible, whereas the within-subjects design allows every participant to experience ConvoWizard’s functionality at least some of the time.

Our choice of a within-subjects design rather than a between-subjects one was driven by the aforementioned practical challenge of recruiting regular ChangeMyView users to use ConvoWizard: asking users to install and use a tool that does nothing (as would be the case in the Control setting of a between-subjects study) would be infeasible. By contrast, the within-subjects design allows every participant to experience ConvoWizard’s functionality at least some of the time.

For similar practical considerations around recruiting participants, we adopt a two-phase study design. In the first phase, lasting 30 days, there is no Treatment-vs-Control setup, and instead ConvoWizard is always active for all users. While this does not provide controlled data, it does give participants
a chance to experience ConvoWizard uninterrupted, develop an impression of its usefulness, and provide feedback through an exit survey (described below). Participants who indicate in this exit survey that they are interested in a follow-up study are invited to participate in the second phase of the study, which lasts 60 days and implements the randomized controlled experiment design described above.

In total, 47 users finished Phase 1 of the study (including the exit survey) and 14 users finished Phase 2. We acknowledge that this results in a self-selected participant pool that is not necessarily representative of the entire ChangeMyView user population, being more likely to attract users that are interested in the issue of incivility. Despite this limitation, the resulting data can still be useful as a first step towards characterizing the potential of the risk awareness paradigm, as we seek to do in the subsequent analysis (Section 5.4). We return to discuss this limitation—and the steps needed for future work to overcome it—in more detail in Section 5.6.

Exit survey

The exit survey, sent to all Phase 1 participants after the end of the 30-day period, gave participants a chance to report on their experiences with ConvoWizard and provide their overall impressions of the tool, and serves as an instrument for a qualitative evaluation of the risk awareness paradigm. The full text of the survey can be found alongside further details about the execution of the study in Appendix B.

The exit survey contains a mix of multiple-choice questions and open-ended
text responses. It asked specific questions about how participants tended to respond when ConvoWizard warned them about risk of incivility—including whether they tended to agree with ConvoWizard’s predictions and whether this subsequently affected their behavior—and also asked more general questions about participants’ overall impressions of ConvoWizard and their willingness to use it in their everyday ChangeMyView participation if it were hypothetically available for general use outside the context of the study.

Data collection and processing

As described in Section 5.3.1, ConvoWizard records users’ drafting behavior in real time. This data collection takes place for every interaction regardless of whether the tool is in Treatment mode or Control mode, and the result is a rich record of how users draft their comments both “naturally” (in the Control condition) and in the presence of the ConvoWizard intervention (in the Treatment condition). In our subsequent analysis we compare the drafting behavior in these two conditions.

To avoid attributing spurious differences to ConvoWizard, the data must have the following properties:

- Each user should contribute an equal number of Treatment and Control interactions. This prevents our analysis from uncovering spurious differences arising from individual personality traits of the participants.

- The Treatment and Control data should have the same distribution of estimated prior risk. This prevents our analysis from uncovering spurious differences arising from how participants react in discussions with differ-
ent levels of risk.

While with enough participants these properties would follow from the randomization of the experiment design, considering the relatively small number of participants we take an extra step to enforce these properties in our data. For each logged interaction taking place in the Treatment condition (i.e., when ConvoWizard is active), we match it with an interaction from the Control condition that was from the same author and had the same level of estimated prior risk (i.e., context risk score). Any interactions that could not be matched are discarded. This procedure results in a total of 334 pairs (668 total interactions).

5.4 Findings

In order to probe the feasibility of our paradigm, we aim to understand whether informing a user that a discussion they participate in is (algorithmically-inferred to be) at risk of derailment will lead them to attempt to mitigate this risk. Leveraging the mixed methods setup of our study, we address this question by combining qualitative and quantitative insights derived both from exit survey responses and statistical analysis of data collected in the randomized controlled experiment. In survey responses, participants identify key ways in which ConvoWizard’s algorithmically-provided risk awareness augments their existing intuitions about risk of derailment. We use these insights to guide an exploratory analysis of how users drafted their comments in the Treatment versus the Control conditions of the randomized controlled experiment. More specifically, the

9The matching algorithm prefers Phase 2 data, but is allowed to draw Treatment data from Phase 1 in the rare case where a Control interaction did not have any valid Phase 2 Treatment match meeting both filter criteria.
rest of this section is organized as follows:

1. We investigate whether users judge risk estimates from an (imperfect) algorithm to be a helpful addition to their own intuitions about risk. Survey responses suggest that the answer is yes: users largely find ConvoWizard judgments reasonable, and point out specific situations in which ConvoWizard’s warnings helped them identify tension that they might not have picked up on otherwise. As a further promising sign, users express a willingness to use the tool as part of their regular Reddit commenting workflow (Section 5.4.1).

2. Following up on the finding that users judge algorithmic input helpful in deciding when and how to act proactively, we seek to understand in more detail what these algorithmically-guided proactive steps might concretely look like. An initial qualitative picture emerges from freeform survey responses: ConvoWizard’s warnings lead users to reflect further on the tension present in the conversation and how their draft reply might affect it, and to revise their draft reply in ways that might mitigate the risk of escalation. Furthermore, a quantitative analysis of participants’ comment drafting activity in the randomized controlled experiment reveals effects that, although small, corroborate the aforementioned qualitative findings: compared to the Control condition, during the Treatment condition participants tend to spend more time drafting their comments, make revisions that reduce the algorithmically-estimated risk, and shift their language in ways that roughly correspond to the proactive strategies they reported employing to reduce tension (Section 5.4.2).
5.4.1 Usefulness of Algorithmic Interventions

Our first step in exploring the potential of algorithmic risk awareness interventions is to check whether users actually find such interventions to be helpful additions to their process of reasoning about risk of incivility. To this end, we examine participants’ exit survey evaluations of their experience with ConvoWizard, with a particular eye towards how and why they rated its interventions as useful (or not)\textsuperscript{10}

We find that participants broadly rated ConvoWizard’s interventions as both useful and intuitively correct: 77.1% of participants reported that they found the interventions at least somewhat useful, and 68.1% felt that ConvoWizard’s estimates of risk were as good as or better than their own intuition. Furthermore, responses suggest that many participants see acting upon ConvoWizard’s warnings as being to their benefit: over half of the participants felt that ConvoWizard’s warnings stopped them from engaging in fights with other interlocutors during the experimental period (54.3%), and even prevented them from posting a comment they would have later regretted (54.3%)\textsuperscript{11}

To put these numbers in more context, we examine participants’ open-ended responses, which shed light on exactly how ConvoWizard helped them. In these responses, participants identify a number of ways in which ConvoWizard made

\textsuperscript{10}In the survey, mostly-identical versions of the ConvoWizard feedback questions were asked separately for the Context Summary and Reply Summary interventions, to prevent participant confusion. Because the results were broadly similar between the two versions of the questions, to avoid redundancy we will refer in the text to the numbers from the Reply Summary version of the questions (chosen because there are a small handful of questions that were specific to the Reply Summary). Full response numbers for both versions of the questions can be found in Appendix B Section B.3.

\textsuperscript{11}In interpreting these percentages, one should consider that not all participants are expected to be in a situation where they are about to enter a fight or post a regrettable comment during the experimental period.
them more aware of tension in conversations and in their draft replies. Some participants felt that ConvoWizard performed better than their own intuition at detecting risk, in that it picked up on cases of tension that they would have missed. PR18 explains:

PR18: I feel like I don’t pay attention to specific triggers programmed into the wizard. Even if my message isn’t confrontational the way I say it might have an unintended psychological impact I wouldn’t have recognized.

For other participants, even if ConvoWizard was not necessarily better than their own intuition, it served as a second opinion providing clarity in cases where their intuition left them uncertain, as PR13 found:

PR13: In situations in which I would need more context to see where the discussion is going, ConvoWizard’s answer is ‘yes’ or ‘no’ while mine is ‘I don’t know yet’, and it’s usually right still.

Finally, for some participants ConvoWizard played a somewhat more modest but still impactful role: it served as a prompt to think about tension in cases where they wouldn’t have been thinking about it. PR15 elaborates:

PR15: I don’t often care about increasing tension. My objective is generally the discussion, not whether I sound polite or not. ConvoWizard sort of reminds me that I should use maybe different language.

Thus, while individual participants might differ in exactly how they benefited
from ConvoWizard’s interventions, on the whole we find that ConvoWizard fills various gaps in their reasoning about tension and thus serves to increase their overall awareness of risk.

Another important factor in judging ConvoWizard’s usefulness is participants’ willingness to continue using it if it were made widely available. Here, we find that 83.0% of participants expressed at least some interest in adopting ConvoWizard as part of their usual ChangeMyView workflow, if it were publicly deployed. Perhaps more importantly, 63.8% of participants felt that if ConvoWizard were to be broadly adopted by the ChangeMyView community, the net effect would be an improvement in discussion quality.

Taken together, these results are a promising initial sign that algorithmic risk awareness interventions can be a valuable tool to help users identify tense conversations. That said, it is just as important to note that as an early prototype, ConvoWizard is far from perfect, and participants also identified specific shortcomings that prevented it from being as useful as it could have been. Most notable among these is the issue of false positives: when participants were asked about reasons they might sometimes disagree with ConvoWizard’s judgments, false positives were a more commonly cited concern than false negatives, with 61.7% reporting that the former was a common issue they encountered, and only 34.1% reporting the latter. False positives can detract from the overall helpfulness of the tool since too many unwarranted warnings can make the tool seem annoying, as PR2 explains:

**PR2:** The “false positive” rate was much higher than the “false negative” rate [. . . ] This was helpful in detecting some things that ought to be rephrased, but slightly annoying at times after several re-edits
of the intended comment.

In the extreme, it could also lead to a boy-who-cried-wolf situation, in which users end up dismissing the tool as just always reporting tension regardless of what is actually happening in the conversation, as PR37 succinctly puts it:

**PR37**: It seemed to say everything was in danger of tension

These observations mark an important direction for future work. While ideally tools like ConvoWizard would benefit from improved algorithms that make fewer false positive errors, in light of the fact that the algorithm will never be perfect there is a potential design implication here: future work could look into ways to better trade off precision and recall, or even offer users intuitive ways to adjust this tradeoff to their own preferences.

Another important drawback that participants identified was lack of transparency: 48.9% of participants marked “more transparency” as one of the most important improvements they would want to see in a future iteration of ConvoWizard. The lack of transparency limits ConvoWizard’s helpfulness in two key ways. First, as PR11 explains, it can leave users knowing that a conversation is at risk but not knowing what to do about it:

**PR11**: I think it needs to get better at walking through why it thinks a thread is hostile and why your reply is. It was often left to me to entirely rethink a statement which seemed to say it was better without explaining why that change helped.

Second, similar to the issue that was raised in the discussion of false positives, seeing the algorithm make apparent mistakes with no explanation as to why
can eventually lead the user to tune out the tool’s feedback, a situation that PR13 identifies:

**PR13**: Since the reply summary feature flipflopped regularly, I ended up not paying a lot of attention to it. So probably also in cases in which it would have been helpful.

Future implementations should therefore seek to integrate recent developments in explaining algorithmic decisions (as seen with toxicity detection, for instance, in the RECAST system [Wright et al., 2021]) to build algorithmic risk awareness interventions that are more explainable and hence, perhaps, more directly actionable.

Overall, while there is clearly more work needed to help algorithmic risk awareness tools meet their full potential, as a preliminary step the results of our study serve to establish that such tools are at least feasible as a means of increasing users’ awareness of risk in conversations. Having established this, we now turn to investigate the implications of this increased awareness; that is, what concrete steps users might take to mitigate risk when it is brought to their attention.

### 5.4.2 How Users Engage With Algorithmic Interventions

Our exploration of how users engage with the enhanced risk awareness provided by algorithmic interventions is guided by prior work on user-facing interventions aimed at promoting pro-social behavior. Specifically, we focus our attention on two types of concrete proactive steps users might take: spending
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extra time to consider and react to ConvoWizard’s warnings while writing their comment (Kriplean et al., 2012b), and making (token-level) adjustments to their language use (Seering et al., 2019a). In addition to looking for self-reports of such reactions in the survey responses, we also seek to support any self-reported findings with evidence from the experimental data, by running comparative Control-versus-Treatment analyses at the interaction level (that is, on the 668 paired interactions described in Section 5.3.2).

We note, however, that the design of the study imposes several limitations on the comparative analysis: the small sample size restricts us to the use of coarse-grained, simplified metrics and necessarily leads to low-powered results, and the within-subjects setup prevents us from inferring broader behavioral changes beyond how users immediately engage with system interventions. As such, the results should best be understood as highlighting potentially interesting trends in order to guide subsequent work, rather than as being exhaustively conclusive in and of themselves.

**Deeper reflection and revision**

One basic way users might engage with algorithmic warnings of risk would be to spend more time to consider the tension being pointed out by the algorithm and think about how to reword their comment accordingly. This kind of effect was previously shown in Kriplean et al. (2012b)’s work on the “Reflect” intervention, where users reported taking the time to more deeply consider the comment they were replying to, which the authors speculated would “act to counteract our tendency towards knee-jerk reactions”—precisely the kind of impact we sought to achieve with ConvoWizard.
In open-ended responses, several participants indeed report engaging in such reflection and revision. For instance, PR26 points out how seeing a warning from ConvoWizard might prompt them to review the conversational context more deeply than they would otherwise:

**PR26**: I don’t always read the entire chain of parent comments so the wizard indicating concern lead me to go back and read the entire chain.

PR9 notes that even though they were aware the algorithm is imperfect, it was good enough to prompt reflection on their own in-progress draft:

**PR9**: I’m sure its not perfect, but in my case it made me rethink what I type.

Finally, PR2 explicitly mentions spending extra time rewording their comments:

**PR2**: I spent a lot of time rephrasing. Often there were phrases that in other contexts could signal increasing tension, but would not in the context I typed.

Since reflection is an inherently subjective process we cannot quantify it directly. We can however check for the existence of the time effect that we would expect to accompany increased reflection (and which PR2 explicitly calls out). To this end, we compute the mean time spent per logged interaction, stratified both by experimental condition and by whether the interaction was judged to be at-risk (i.e., there was enough algorithmically-inferred tension that, for Treatment interactions, a warning was displayed, and for Control interactions, a
Table 5.1: Control-versus-Treatment comparisons of two high-level measures of drafting behavior: (a) Average time spent per interaction, in seconds. **Bolded** Treatment values are significantly ($p < 0.05$, Mann-Whitney test) different from their Control counterparts. (b) Correlations between adjusted timestamp (time in seconds since the start of the interaction) and risk score (as determined by CRAFT). Correlations are measured as Spearman’s R and stars indicate significance levels ("$p < 0.01$,""*** $p < 0.001$").

<table>
<thead>
<tr>
<th></th>
<th>(a) Drafting time (seconds)</th>
<th>(b) Correlation between adjusted timestamp and risk score</th>
</tr>
</thead>
<tbody>
<tr>
<td>At-risk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>174.2</td>
<td>0.05**</td>
</tr>
<tr>
<td>Treatment</td>
<td><strong>189.5</strong></td>
<td>−0.06***</td>
</tr>
<tr>
<td>Not-at-risk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>124.3</td>
<td>−0.13***</td>
</tr>
<tr>
<td>Treatment</td>
<td>133.4</td>
<td>−0.06**</td>
</tr>
</tbody>
</table>

warning would have been displayed had ConvoWizard been active). If the hypothesized engagement effect exists, we expect that there should be an increase in average time per interaction in the Treatment condition—but importantly, because the hypothesized effect is a response to ConvoWizard’s warnings, we expect this difference to exist only in at-risk interactions (since that is the only scenario in which ConvoWizard would display an intervention in the Treatment condition and not display one in the Control condition).

We find this exact effect: in at-risk interactions, there is a significant ($p < 0.05$ via Mann-Whitney test) increase in the mean amount of time spent per interaction in the Treatment condition, and no such change in not-at-risk interactions (Table 5.1a). We further note that this increase cannot simply be explained by differences in the length of the comments; in fact, the average number of words per comment does not differ significantly between the two conditions ($p = 0.21$ via Mann-Whitney test). While we reiterate that this analysis cannot directly measure how much participants actually reflect on their drafts, it at least offers some quantitative corroboration of their self-reports.
As a next step, we want to know how this engagement with the tool might translate into concrete changes to the drafting and revision process. To investigate this, we again start from the open-ended responses: some participants report that they use ConvoWizard’s risk intensity feature (i.e., the changing colors indicating levels of estimated risk) as a guide, attempting to revise their comment in a way that produces a less intense color (i.e., lower risk score):

PR35: I kept rewording my reply until it stopped showing up orange.

PR9: Often times if the color changed I would reread what I was saying and see if the response maybe came off the wrong way. Helping me then to reword it.

In the randomized controlled experiment data, if users are actively attempting to reduce the degree of tension displayed by ConvoWizard, as suggested by PR35 and PR9, then in the Treatment condition we would expect to see a gradual decrease in the risk score as a comment gets drafted; that is, we expect an inverse correlation between the risk scores of the intermediate snapshots of a draft and their associated timestamps.

We indeed find (Table 5.1b) that in at-risk interactions in the Treatment condition (i.e., interactions where a warning was displayed), there is a negative correlation between timestamp and risk score\(^{12}\). Notably, the corresponding correlation for the Control condition is actually positive. In other words, in at-risk situations the natural tendency is for risk score to increase over time as a \(^{12}\)We normalize by the timestamp at which the interaction started (i.e., adjusted timestamp = timestamp – timestamp of first snapshot in this interaction, such that the adjusted timestamp of the first snapshot is always 0).
draft is written, and the introduction of the ConvoWizard intervention actually manages to reverse this natural trend. While the correlations themselves are relatively small in magnitude, it should be noted that a rank-order correlation test is a very coarse metric of the phenomenon being investigated here, since an algorithmic warning and subsequent risk-score-decreasing edit could occur at any point—or even multiple points—in the drafting process, so the true relationship may not be monotonic over the entire duration of the interaction. In this sense, it is promising that even such a coarse metric can reveal a significant trend, and this suggests the potential for more sophisticated analyses. For example, a larger study could allow for a more precise analysis considering the exact moment of each warning and the subsequent edits it triggers.

**Effects on linguistic strategies**

Once a user has reflected on the tension identified by an algorithmic intervention, and revised their comment accordingly, does this end up being echoed in the language of the reply they end up posting? Broadly speaking, participants self-report that this is the case, with 71.4% reporting that ConvoWizard warnings affected the language they used in their replies—but what do these changes specifically consist of?

In exploring this question, we must keep in mind that users are somewhat constrained in the extent to which they can alter their language, since ultimately the goal of the conversation is to have a debate and so users cannot make drastic changes that would alter the semantic content of their comment. As such, to the extent that linguistic change occurs, it is aimed at controlling the *tone* that gets conveyed while preserving semantic meaning, as PR9 and PR18 explain:
**PR9**: I thought of better words I could use maybe words that don’t sound like I may be trying to provoke a uncivil response.

**PR18**: I tended to avoid certain key words that I felt the program picked up on whether or not I was being confrontational. The word “you” or any words with negative connotations could be altered without changing the meat of my messages.

More concretely, participants reported that ConvoWizard warnings led to increases along the same four linguistic strategies for proactively preventing derailment that we previously (Section 2.4) identified: politeness (68.0% of participants who reported any linguistic changes), formality (48.0%), objectivity (44.0%), and question-asking (32.0%).

These results inform our subsequent comparative analysis of linguistic effects in the randomized controlled experiment. As with our earlier analyses, given the limited size of the controlled data, we are necessarily limited in the complexity of the linguistic phenomena we can capture in our analysis. To this end, we adopt a similar strategy to that used by Seering et al. (2019a) in their work on interventions for encouraging prosocial behavior: comparing basic summary variables that can be computed as simple functions of tokens and parts-of-speech. Our specific choice of summary variables is inspired by—but not exhaustive of—\(^{13}\)the strategies that users self-reported employing in order to reduce tension:

\(^{13}\)Notably, we do not consider politeness, since to the best of our knowledge no trained model exists for ChangeMyView comments and additional labeled data would be needed to train such models (existing politeness models are trained on requests extracted from Wikipedia Talk Pages and StackExchange comments (Danescu-Niculescu-Mizil et al., 2013a)).
• **F-factor**: This is a simple measure of *formality* introduced by [Heylighen and Dewaele (1999)](Heylighen_and_Dewaele_1999). It is computed as:

\[
F = \frac{(freq(\text{nouns}) + freq(\text{adjectives}) + freq(\text{prepositions}) + freq(\text{articles}))}{2} - \frac{(freq(\text{pronouns}) + freq(\text{verbs}) + freq(\text{adverbs}) + freq(\text{interjections}) + 1)}{2}
\]

Where `freq()` measures the frequency of a given word category in a body of text; that is, a count of words of that type normalized by the total number of words in the text. Because the short length of Reddit comments makes the F-factor somewhat noisy, we use a discretized version of the score, adopting an empirical threshold of 0.44 that was inferred by [Heylighen and Dewaele](Heylighen_and_Dewaele_1999) based on an analysis of labeled corpora. F-factor is thus discretized as simply “informal” ($F \leq 0.44$) or “formal” ($F > 0.44$). These discretized scores are compared as “formality rates”; that is, the percentage of all comments that get scored as “formal” within a given set of comments.

• **Categorical-Dynamic Index (CDI)**: This is a score derived from function word counts, with higher values indicating a more analytic and cognitively complex writing style, and lower values indicating more reliance on storytelling and personal narratives ([Pennebaker et al., 2014](Pennebaker_2014)). We use this score as it roughly corresponds to our definition of the *objective-subjective* distinction. It is computed as:

\[
\text{CDI} = 0.3 + \frac{freq(\text{articles}) + freq(\text{prepositions})}{2} - \frac{freq(\text{personalpronouns})}{2} - \frac{freq(\text{impersonalpronouns})}{2} - \frac{freq(\text{aux.verbs})}{2} - \frac{freq(\text{conjunctions})}{2} - \frac{freq(\text{adverbs})}{2} - \frac{freq(\text{negations})}{2}
\]

We note that the CDI is one of the metrics used for quantifying the effects of prosocial interventions in [Seering et al., 2019a](Seering_2019a).
Table 5.2: Control-versus-Treatment comparisons of three linguistic strategies: formality (measured using the discretized F-factor), the categorical-dynamic index (CDI, used as a rough proxy for objectivity) and the rate of question-asking. Bolded Treatment values are significantly \((p < 0.05)\) different from their Control counterparts, while italicized results indicate an almost-significant trend \((p = 0.07)\). Significance is tested using Mann-Whitney for comparison of means, and Fisher’s exact test for comparison of rates.

<table>
<thead>
<tr>
<th>At-risk</th>
<th>Control</th>
<th>Treatment</th>
<th>Formality rate</th>
<th>CDI (mean)</th>
<th>Question rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>81.8%</td>
<td>87.1%</td>
<td>0.06</td>
<td>0.09</td>
<td>15.3%</td>
</tr>
<tr>
<td></td>
<td>92.8%</td>
<td>92.1%</td>
<td>0.12</td>
<td>0.11</td>
<td>11.6%</td>
</tr>
<tr>
<td>Not-at-risk</td>
<td>71.6%</td>
<td>84.7%</td>
<td>0.15</td>
<td>0.10</td>
<td>20.4%</td>
</tr>
<tr>
<td></td>
<td>92.1%</td>
<td>92.3%</td>
<td>0.13</td>
<td>0.11</td>
<td>14.3%</td>
</tr>
</tbody>
</table>

• **Question Rate**: This simply computes what fraction of all sentences within a collection of text are *questions*. While in theory there can be some nuance in what makes a sentence a question, prior computational work on questions found that the simple heuristic of checking for a question mark works remarkably well (Zhang et al., 2017a), and so we adopt this heuristic.

Table 5.2 shows the results of comparing each variable in the Treatment and Control, stratified by whether the interaction was at-risk or not. We find modest but notable differences in the comparisons. Compared to users in Control, users in Treatment ask significantly \((p < 0.05)\) more questions. They also appear more likely to write comments that are judged as “formal” (according to the discretized F-factor) and have a higher mean CDI (roughly corresponding to a more analytic, objective writing style); though these latter differences do not reach significance, we still consider them interesting trends worthy of further exploration (with CDI in particular verging on the edge of significance at \(p = 0.07\)). Like the drafting effects, these effects are only found in at-risk interactions, suggesting that, as expected, they are specific reactions to warnings.
Though these differences are promising signs that the ConvoWizard intervention is having an effect, we must acknowledge that they are relatively small in magnitude. To some degree this is expected, since as explained earlier the goal-oriented nature of ChangeMyView discussions constrains the extent to which users can alter their language. That said, the simplistic nature of the language features being measured here may also play a role in the effect sizes we are observing. In particular, while for the sake of accommodating our limited data we specifically chose lexically-derived features, previously described findings about how users intuitively reason about risk of derailment (Section 2.4) suggest that the most informative linguistic signals of tension and lack thereof, such as tone and making things personal, may not be so easily captured at the lexical level alone. As such, a future larger-scale study could aim to collect enough data to enable analysis using more sophisticated NLP approaches, which could better capture such high-level phenomena—and in the meantime our preliminary results here suggest that linguistic effects are, in fact, a promising target for such continued exploration.

Taken together, these combined qualitative and quantitative findings support a potential mechanism through which the risk awareness paradigm can contribute to more civil online discussions: warnings can lead users to reflect more deeply about the impact their replies have on their conversations and to revise the language of their draft in a way that reduces the risk of derailment. These findings suggest concrete directions for both the design and evaluation of future implementations of the paradigm. From a design perspective, future implementations could explore additional functionality to support the reflection and revision process; for example, using human-readable explanations (as discussed in Section 5.4.1) to guide revisions in a more directly actionable way.
From an evaluation perspective, larger-scale studies are needed to measure the reflection and revision effects in more nuanced and robust ways, including taking a more fine-grained look at the drafting process to capture immediate responses to warnings, using more advanced NLP techniques to capture more abstract changes in language, and running a between-subjects assignment to enable analysis of broader behavioral changes. These future steps would build upon the groundwork established by our current preliminary study, and thereby bring the risk awareness paradigm closer to its full potential.

5.5 Risk Awareness Paradigm for Moderators

Our ConvoWizard user study has focused on how forecasting algorithms can help ordinary users of online platforms with the challenging task of identifying conversations that are at risk of derailing. However, as we have established in Chapter 2, ordinary users are not the only people who encounter this challenge: moderators report similar difficulties in finding, and keeping track of, at-risk conversations. Given that the results of the user study show promising indicators that ConvoWizard and its risk awareness paradigm might concretely benefit users, a natural follow-up question is whether a similar approach could be applied to help moderators.

Fully evaluating this question would require developing a moderator-facing tool and testing it with a user study, like what was done for users with ConvoWizard. While such a user study does not yet exist, we wish to lay the groundwork for such a study by exploring what moderators might think of algorithmically-assisted proactive moderation at a conceptual level. To this end,
we now describe the design of a prototype moderator tool based on the same technology that powers ConvoWizard, as well as moderators’ initial reaction to this proof of concept.

5.5.1 Prototype Tool for Assisting Proactive Moderation

Our prototype tool is implemented as a password protected website that includes two main features: a ranked view of ongoing conversations ordered according to their likelihood of derailing into future antisocial behavior (Figure 5.3), and a conversation view giving a comment-by-comment breakdown of risk levels within the discussion (Figure 5.4). The tool currently works on both ChangeMyView and Wikipedia Talk Pages (discussed in Section 2.3.1), though for the sake of this discussion we focus on the latter setting, as this enables us to gather initial reactions as part of our interviews with Wikipedia discussion moderators (Section 2.3.2)  

14 A video demonstration can be found at https://www.cs.cornell.edu/~cristian/Proactive_Moderation.html.

Frontend: The Moderator’s Display

Our prototype frontend consists of two sections: a Ranking View and a Conversation View. The frontend adopts design metaphors used in existing Wikipedia moderation tools, and comes with a broad range of features and parameters in order to engage interview participants in a discussion that can inform future design.

The “main page” of our prototype tool’s frontend interface is the Ranking
Figure 5.3: The Ranking View of our prototype tool, showing a list of live conversations on Talk Pages, sorted by their predicted risk of derailing into antisocial behavior.

**Ranking** (Figure 5.3), which is inspired by the organizational concept of a work queue—a common interface among existing Wikipedia tools (Halfaker et al., 2013; Geiger and Ribes, 2010). Based on a list of Talk Pages to include, our prototype tool provides ranked list of all ongoing conversations on those pages, sorted in the order of their CRAFT-estimated risk of derailment. CRAFT scores are computed based on all the comments posted so far in the conversation, i.e., $CRAFT(c_1, c_2, \ldots, c_n)$. Additional visual cues are implemented to help moderators quickly identify the riskiest situations at a glance: conversations in the ranking are color coded according to their CRAFT score (higher score being deeper red), and each conversation in the ranking is additionally decorated with an arrow whose direction and size reflect the gradient and size of the most recent...
Figure 5.4: The Conversation View of our prototype tool, showing a conversation with CRAFT scores alongside each comment. Each score represents the predicted risk of derailment at the time the corresponding comment was posted (taking into account the entire preceding context).

change in CRAFT forecast, i.e., $\text{CRAFT}([c_1, c_2, \ldots, c_n]) - \text{CRAFT}([c_1, c_2, \ldots, c_{n-1}])$.

The latter visual cue is meant to help identify rapidly escalating situations; for example a large red up-facing arrow would signal that tension is rapidly rising.

In addition to displaying summary level information about a conversation,
each row of the Ranking view is a clickable link that leads to the Conversation View (Figure 5.4), which displays the entire history of that conversation. The Conversation View presents the text of each comment in the conversation along with the time it was posted, its author, and the CRAFT score (color coded as before) at the time that comment was posted, i.e., taking into account the conversation up to and including that comment. This provides some level of transparency as to why the algorithm placed the conversation at a certain position in the Ranking View, allowing the moderator to observe how the predicted risk evolves as a conversation progresses. This design bears similarities to how algorithm decisions are presented to moderators in Crossmod (Chandrasekharan et al., 2019), an experimental tool for assisting (reactive) moderation on Reddit.

**Backend server**

Our prototype tool’s backend server is similar to the one used by ConvoWizard (Section 5.3.1). Like the ConvoWizard backend, it is responsible for running CRAFT to produce risk scores to return to the frontend. The main difference is that since moderators may want a broader view of discussions throughout Wikipedia, not just ones they have participated in, this version of the backend server must automatically keep track of all live conversations on a selected set of Talk Pages. At regular intervals, the backend pulls the latest updates to every Talk Page being tracked, parses the updates to extract the conversations happening on the page, and runs CRAFT on those conversations to get an updated forecast of the risk of future incivility for each conversation.

---

15 In practice we expect that a production-ready tool would need to let moderators choose which pages they want to monitor, but for the sake of this proof of concept we hard-coded a set of pages that we reasoned are likely to have conflict and need moderation: Barack.Obama, Bernie.Sanders, Coronavirus.disease_2019, COVID-19_pandemic, Donald.Trump, Joe.Biden, Kim.Jong-un, and Global.warming.
The tool also keeps track of how the CRAFT forecast for a discussion has changed over time. That is, for a (possibly ongoing) discussion \( D = \{c_1, c_2, c_3, \ldots \} \), the tool creates and maintains a history of CRAFT forecasts \( \{\text{CRAFT}(\{c_1\}), \text{CRAFT}(\{c_1, c_2\}), \text{CRAFT}(\{c_1, c_2, c_3\}), \ldots \} \).

### 5.5.2 Moderator Reactions to the Prototype Tool

To gather some initial insights into the usefulness of algorithmically-assisted proactive moderation, we showed our prototype tool to Wikipedia discussion moderators and asked them for open-ended feedback. This took place as part of the broader process of moderator interviews discussed in Section 2.3.2. We note that as this process can only surface high-level qualitative feedback, these results are not meant as a substitute for a user study, but instead meant as preliminary insights that can guide the design of such a study.

Moderators’ feedback on the prototype tool suggests that information presented in the tool’s Ranking View is helpful in discovering at-risk conversations, although individual moderators differed in their evaluation of exactly which pieces of information were most useful. For example, PW4 reported that they would mainly use the CRAFT score to decide which conversations were worth monitoring:

**PW4:** [For monitoring] I would just pick the ones with the highest score ’cause it seems to be somewhat accurate.

Meanwhile, other participants highlighted the score change representation (i.e., the colored arrows) as providing an easy way to get a sense of when a monitored
conversation needs to be further inspected. **PW7** reports:

**PW7**: I like the score change indicator. That is useful. From a cursory glance, it looks like if the score is going up, I would inspect it, if the score was going down, maybe it is not worth inspecting.

All together, five participants described how both the score and score change representation would be useful towards discovering these at-risk conversations.

However, moderators also identified several aspects of conversations that play into their existing intuitions about whether to monitor a conversation, but are not captured by the prototype tool. Some suggestions that were brought up included showing how long a conversation has been active and providing a summary of recent comments in each conversation—suggestions that are worth exploring in a future implementation of this tool for a user study. On the other hand, five participants reported wanting to see data about discussion participants such as their usernames or age on the platform or their prior activity—features that could raise practical and moral concerns and whose inclusion should thus be carefully weighed.

The feedback discussed thus far suggests that moderators would find the Ranking View useful in **identifying** conversations that might be at risk. However, as discussed in Section 2.4.3, an important additional part of the proactive moderation workflow is continuing to **monitor** such conversations. While we believe the comment-by-comment information given by the Conversation View could be helpful for this**16** that would only be the case if this information aligns

---

**16**In addition to just providing an augmented interface to follow the unfolding conversation, in a future iteration of the tool we can envision additional affordances, such as allowing the moderator to request notifications based on specific CRAFT thresholds.
with how the moderator would intuitively judge the conversation.

To assess this, we selected several conversations from different positions in the ranking and invited the moderators to first examine them raw (i.e., without added information), allowing them to make intuitive judgments, and then to re-examine them in the Conversation View. Overall, moderators reported that the displayed per-comment CRAFT scores matched their own initial intuitive judgments. For instance, while looking at an example conversation predicted to be heading for future toxicity, PW2 describes:

**PW2**: [The escalating comment] definitely took it to a whole new level—and then having the third person come in, right? So, I feel like [the conversation view] is backing up what intuitively I had said. [...] I feel like that’s very much in line with my experience and makes a lot of sense.

The most notable exception is that some participants disagreed with the final CRAFT score of a conversation because they thought the conversation was unlikely to continue, and thus in a trivial sense unlikely to see any future toxicity. PW8 explains:

**PW8**: I didn’t think [the last comment has] that high [chance of seeing a toxic reply]. I mean, in most cases this person [...] will rage quit. That’s typically in my experience what happened. That’s interesting. I didn’t think it was going to be that high [of a score].

This suggestion points to the importance of considering outcomes beyond just future toxicity—something which could be explored in future work not just in
moderator-facing tools, but also user-facing tools like ConvoWizard.

5.5.3 Implications for Future User Studies

Taking the design implications of a proactive moderation tool gleaned from moderators’ feedback, together with the observation that CRAFT’s forecasts generally agree with moderators’ intuitions, we conclude that it is at least feasible to support moderators in identifying and monitoring at-risk conversations. However, this conclusion does not necessarily imply that moderators would accept and use such a tool. PW3 explains some hesitations:

PW3: I think an algorithm could be a useful indicator for flagging, ‘Hey, this seems like a topic or a conversation that might be a problem down the line.’ But on its own I don’t think an algorithm could actually be trusted to make the decision. A nice little browser plugin that highlights a section for me that says, ‘This discussion looks like it’s getting heated, you might want to take a look at it,’ that’s something I would trust. A browser plug in telling me or a pile of machine learning telling me, ‘Block this person, they’re making everything uncivil wherever they go,’ not as inclined to trust it.

As PW3 exemplifies, moderators are rightfully hesitant to put their full faith in an algorithmic tool, preferring to only use such a tool under their watch. Therefore, despite the agreement between state of the art forecasting methods and moderators’ intuitions, these considerations motivate the need for follow-up work to conduct a large scale user study to more systematically analyze how moderators would use such a tool.
In addition to exploring the technical design choices of what parts of the proactive moderation workflow an algorithmic tool would handle on its own versus what parts it would defer to human moderators, and quantitatively measuring how such a tool might impact human moderators’ workflow, a hypothetical follow-up user study would also need to be conscious of several ethical concerns that are specific to the moderator-facing setting. One such consideration is being careful about how existing proactive moderation practices, while being generally accepted when done by human moderators, might veer into questionable territory when scaled up by algorithmic tools. In particular, while some moderators reported that knowing who is in a discussion plays a role in their intuition about whether the discussion is at risk (i.e., because two users in the discussion are known to get into fights often), incorporating such information into an algorithmic tool might be considered as algorithmic profiling, which can be problematic. PW3 succinctly expresses this dichotomy:

**PW3:** I think one thing that actually could be potentially useful for this is, though it also gets into some questionable territory is: who is in the discussion. Either just a breakdown of the top five contributors to the discussion. Or even, if we want to go into more Big Brother territory, [a summary of] how this person’s comments usually score.

More broadly, the fact that moderators are inherently in a position of authority, with the ability to broadly influence outcomes in their communities, amplifies the risk of harm from algorithmic errors; for instance, a bad moderation decision that was influenced by flawed algorithmic feedback could negatively impact trust in moderators and thereby have negative repercussions beyond a single user or thread. This implies the need for additional safety guardrails,
on top of the ones already implemented in the ConvoWizard user study. One promising approach to safely conducting user studies with moderators, as seen in prior work (Chandrasekharan et al., 2019), is to run the studies in sandboxed environments that draw their data from real discussions but are kept separate from the actual public-facing community.

5.6 Discussion

Throughout this dissertation, we have operated from the viewpoint that the solution to toxicity in online discussions should come, in part, from the participants in these discussions. They can—and, as they indicate in our surveys, do—use their conversational skills to proactively reduce tension when they are aware that the discussions they engage in may be at risk of derailing into uncivil behavior. However, they sometimes also miss the opportunity to react and use these prosocial skills, in which case they may end up escalating the tension or even reply with an uncivil comment they later regret posting.

Starting from this premise, this chapter has proposed a new proactive paradigm which seeks to prompt participants to employ their prosocial conversational skills by enhancing their awareness about the risks of the discussions they engage in. To demonstrate the potential this paradigm has in a real world setting, we developed an algorithmic tool that can inform a user about existing tension in their conversation and in their reply draft in real time, and conducted a user study in a popular debate community. The results show that users are indeed responsive to the additional risk awareness provided by our tool: the tool’s warnings prompt participants to spend more time (re)considering their
language, and activate conversational skills that they normally employ to reduce tension in conversations.

Unlike solutions that rely solely on moderators, the risk awareness paradigm is decentralized and thus can more easily scale with the number of users on the platform. As such, tools based on this paradigm could be a valuable addition to the broader arsenal of moderation strategies employed by online communities. However, fully deploying such tools at scale requires first carefully understanding the impacts they might have on users and the community as a whole. Our present work takes an important first step towards this understanding, using a small-scale study to establish the necessary groundwork for subsequent larger scale follow-ups and identify specific directions that such future work should pursue more deeply, as we discuss below.

**Model error and ethical considerations.** Any tools interfering in online discourse through algorithmic means should be subject to ethical scrutiny. Unlike paradigms that seek to outright automate the moderation process, our approach aims to merely provide information to the users, and does not trigger harsh actions such as content removal or user banning. Nevertheless, tools like ConvWizard still have an inherent potential for negative consequences due to their reliance on imperfect algorithms—giving users erroneous information about the risk level in their conversations could cause harm, especially if these errors arise from model bias against marginalized groups.

It must further be noted that even in the absence of model error, there are still ethical concerns at a more conceptual level. While the risk awareness paradigm aims to improve the civility of online discourse, “civility” is ill-defined and often varies by community (Chandrasekharan et al., 2018), and there can be a fine
line between incivility and mere disagreement (Arazy et al., 2013). As such, the risk awareness paradigm—like other moderation strategies—may risk creating a chilling effect on speech that disincentivizes users from expressing disagreement at all (Gillespie et al., 2020) or “tone policing” the type of disagreement that does end up happening, restricting free expression in a way that might systematically silence certain social groups (Gorwa et al., 2020). These concerns are exacerbated by the observation that the lines between incivility and disagreement are especially likely to get blurred in debates over contentious or controversial topics (Crawford and Gillespie, 2016), which are exactly the cases where it is particularly important to make sure that already-marginalized voices are not further silenced.

We have been cognizant of these potential harms in designing our study, and the need to account for them ended up shaping key parts of our study design, such as purposely avoiding prescriptive and blame-assigning language (Section 5.3.1) and running our study as a collaborative effort with community input (Section 5.3.2). However, further work is needed both to more rigorously characterize the potential harms that can arise from erroneous risk level estimates, and to explore further ways of mitigating these harms. In particular, future work should look into ways to make algorithmic risk awareness interventions more transparent and explainable, which could shed light on algorithmic biases and help users make more informed decisions about each individual intervention (Wright et al., 2021).

Well-intentioned users. As we have previously described, our proposed risk awareness paradigm is designed to be used by well-intentioned users—that is, those “ordinary” users who seek to engage with and contribute to their com-
munity in good faith, as opposed to deliberately seeking conflict, and who comprise the majority of users within many communities including Change-MyView. While our exit survey results suggest that participants in our study meet this description, we must acknowledge that self-selection effects likely resulted in a participant pool that is not necessarily representative of well-intentioned users in general; specifically, users who are willing to volunteer for a study on civility may do so because they are unusually thoughtful about civility compared to the average well-intentioned user. In order to move beyond the proof-of-concept stage, future work would need to look into ethically viable ways to scale up testing and evaluate the effectiveness of tools like ConvoWizard in the hands of a more general pool of users who, while still well-intentioned in the sense of not being bad actors, may be less deliberately reflective of tension compared to the participants in our small, self-selecting pool.

Beyond study limitations, a separate concern regarding our risk awareness paradigm’s reliance on well-intentioned users might arise when thinking about possible future real-world deployment. While we have argued that most users are well-intentioned, bad actors exist in any community and can misuse publicly available moderation tools towards malicious ends (Jhaver et al., 2019a). A public deployment of a tool like ConvoWizard would likewise be vulnerable to misuse; for example, as described in Section 5.3.1 a bad faith troll could deliberately attempt to craft a message that triggers a warning.

One initial response to this concern is to point out that a similar premise of good faith underlies a number of user-facing moderation tools that already see widespread, large scale use—for example, both community voting (Lampe and Resnick, 2004; Mamykina et al., 2011) and flagging/reporting systems (Craw-
only work to counteract incivility if they are used by users who actually desire civility, and are theoretically vulnerable to abuse by bad-faith users (Richerich, 2014). This has not stopped such systems from becoming a common part of platforms’ moderation toolboxes—they are simply not the only tools in those toolboxes (Seering, 2020). We similarly envision tools like ConvoWizard being integrated into a broader moderation ecosystem, which could provide ways of establishing checks and balances against misuse. In particular we expect that moderators—who are best positioned to determine what “well-intentioned” means in the context of their community—could retain a degree of control over the deployment of these tools, in a similar way to how we controlled access to the ConvoWizard prototype to minimize the potential of misuse within the context of the study. For instance, moderators may decide whether risk awareness tools are a good fit for their community at all (as we will further discuss below), or even take a finer-grained approach and set limits on who can access the tool, perhaps using hand-written rules and heuristics (e.g., a minimum activity filter similar to the one we implemented in our study recruitment) in a system like Reddit AutoModerator (Jhaver et al., 2019b). In light of this, a natural next step for future work might be to conduct a study with moderators to get insights on how they might manage the deployment of tools like ConvoWizard, and what concrete features would need to be implemented to meet their use case.

**Downstream effects.** This work has characterized the effect of ConvoWizard’s warnings on how its users draft their replies. But a reply does not exist in a vacuum—it is part of a larger discussion, and so a change in the language of one reply might have further downstream effects on subsequent replies and on the outcome of the discussion. Future work should investigate such down-
stream effects, with a particular eye on whether the pro-social changes triggered by a ConvoWizard warning (Section 5.4.2) might further translate to more civil behavior of other interlocutors (Bao et al., 2021), or whether they strengthen or weaken the persuasive effectiveness of the argument (Tan et al., 2016). An even larger scale study could additionally examine community-level effects, looking for empirical support of participants’ self-reported belief that wide adoption of a tool like ConvoWizard would improve the quality of discourse in the community (Section 5.4.1).

**Further domains and use cases.** Our study has focused on one community, ChangeMyView, which was specifically selected because it aims to host good faith debates (Tan et al., 2016). This naturally leads to questions about how well a tool like ConvoWizard would generalize to other communities. Given the aforementioned targeting of well-intentioned users, it is fair to acknowledge that our paradigm has little value in communities where such users are sparse. Nevertheless, we believe that there are other communities with similar values to ChangeMyView where the risk awareness paradigm could be very impactful. In particular, goal-oriented communities, including Q&A communities like StackOverflow and Quora (Mamykina et al., 2011) as well as work-coordination settings like Wikipedia Talk Pages (Wulczyn et al., 2017; Kittur and Kraut, 2008), have an added incentive to keep discussions civil since incivility can distract from their broader non-conversational goals (Arazy et al., 2013). Future work could conduct follow-up studies on such platforms to better understand how the specific needs of these communities might differ from those of debate-centric communities like ChangeMyView, and what implications these community-specific needs might have on the implementation and effectiveness of the risk awareness paradigm.
In addition to exploring other communities, another natural follow-up question is to explore other use cases of the underlying conversational forecasting technology beyond just giving feedback to individual users during the conversation. One possible modification of the ConvoWizard concept might be a tool that gives public feedback rather than providing warnings to individual users. From a technical perspective, such a tool could be implemented by connecting the ConvoWizard backend to an automated bot (like those commonly found on both Wikipedia and Reddit) that posts a public reply to at-risk discussions. A follow-up user study could compare and contrast the benefits of this bot-based approach versus ConvoWizard’s browser extension approach, especially with regards to downstream effects (as defined above), which might be more prominent in a situation where everyone knows about the rising tension. Yet another use case, as discussed in Section 5.5, is to apply forecasting algorithms to help moderators. Future work should expand on the prototype moderator tool introduced in Section 5.5, incorporating the preliminary feedback from moderator interviews, and conduct a user study to quantitatively examine the effects of such a tool much as we have done with ConvoWizard.
CHAPTER 6
CONCLUSIONS AND FUTURE WORK

This dissertation started from the premise that online community governance is more than just the stereotypical notion of moderators removing offensive comments: it is a process that involves a large amount of less visible but equally important proactive work, both on the part of moderators and ordinary users alike (Chapter 1). To gain more insight into this proactive work, we interviewed moderators and users, and found that proactively preventing toxicity involves intuitively identifying conversations that are at risk of derailing into toxicity—a task which moderators and users alike find possible but challenging, which we argued represents a potential opening for algorithmic assistance (Chapter 2). As a first step towards making such algorithmic assistance a reality, we established the need for computational models that can perform the novel task of forecasting conversational derailment, showed the feasibility of approaching this task computationally (Chapter 3), and introduced CRAFT, a first-of-its-kind model for doing this task practically, in real time (Chapter 4). Finally, we used CRAFT as the engine for a prototype user-facing tool, providing the first-ever concrete evidence of the potential for algorithmically-generated proactive interventions to help users avoid derailment (Chapter 5).

6.1 Our Vision: Forecasting, Computational Tools, and Society

It is also useful, at this point, to step back and revisit the broader motivations for pursuing this work. Online toxicity—and antisocial behavior more broadly construed, including trolling, cyberbullying, and hate speech—is widely recog-
nized as one of the biggest problems facing the social Web, not only within the professional circles of academia (Jurgens et al., 2019; Gillespie, 2018) and law and policy (Gorwa, 2019; U.S. House of Representatives, 2019), but also within the popular media (Marantz, 2018; Newitz, 2020; Brooks, 2022; Cross, 2023). Yet widespread recognition of the problem has not necessarily translated into broad consensus on how to handle it. The reason for such lack of consensus is that online community governance and content moderation aim to balance multiple, sometimes conflicting goals of public interest. While many have legitimate concerns about the harms of online toxicity, so too do many have equally legitimate concerns about the excess power wielded by technology companies (Gillespie et al., 2020), the psychological harms associated with moderation work (Roberts, 2014; Dosono and Semaan, 2019), and the continued ability of the internet to support free expression (Carmi, 2019).

It is evident, then, that there cannot be a one-size-fits-all approach to online community governance, and this explains the vast diversity of approaches to the problem—varying along dimensions of who is involved, what actions they take, and when they take them—that we covered in Chapter 1. Accordingly, we believe that the full potential of algorithmic assistance for community governance (Seering et al., 2019b; Wright, 2022) can only be met if communities’ algorithmic “toolboxes” are as diverse as their needs, with different tools geared towards different modes of governance with different aims. In this vision of the future, forecasting-based tools like ConvoWizard will exist alongside other computational tools like toxicity detection algorithms, content filters, and user blocklists, together constituting a thriving ecosystem of methods that work together to improve the experiences of users in online communities. And our results thus far suggest that forecasting-based tools do have a promising place in
this ecosystem, having the potential to help users avoid making comments they might have regretted, and to do so at scale. Yet we are also left with a number of open questions, which suggest several paths forward for future work to more fully characterize the role of forecasting-based tools in online communities and gain an expanded understanding of their overall impacts.

6.2 Future Directions

6.2.1 Improving Transparency and Explainability

As noted in Section 5.4.1, greater transparency was one of the most commonly requested improvements among participants in the ConvoWizard user study. Their freeform responses highlighted how lack of transparency poses a barrier to achieving the full benefits of ConvoWizard: while seeing a warning from ConvoWizard might indeed help users become more aware of the risk of derailment, it is not always easy to act upon this awareness if one does not know why the risk is high and what can concretely be done to change this. In other words, knowing about tension in the conversation but being unable to act on this knowledge is perhaps not much better than not knowing about the tension in the first place.

Yet as desirable as transparency may be in the abstract, actually achieving it is no trivial matter. Algorithmic explainability is famously an open problem in artificial intelligence and machine learning, birthing an entire subfield known as explainable artificial intelligence, or XAI (Doshi-Velez and Kim 2017; Gilpin et al. 2018; Barredo Arrieta et al. 2020). While recent years have seen a number of
advances in XAI (see Adadi and Berrada (2018) for a survey), existing methods remain imperfect and do not provide a full view into the inner workings of so-called “black box” models, which include neural network models such as CRAFT. These drawbacks have led to questions about whether the degree of transparency offered by XAI methods is sufficient for real-world applications, especially ones involving high-stakes decisions (Ghassemi et al., 2021).

To further complicate the matter, achieving transparency in a practical setting involves not only the aforementioned technical challenge of making black-box algorithms explainable, but also a design challenge of how to present these explanations to users in an actionable way. User studies have suggested that presenting algorithmic explanations to users to aid in a downstream task may not always result in meaningful improvements of those users’ performance in the task—and more importantly, that different kinds of explanations may be more or less helpful to users (Joshi et al., 2023).

Bearing all these nuances in mind, we now turn to discuss some specific recent advances in XAI—both on the technical side and system design side—and how they might be adapted to the forecasting setting.

**The Technical Question: How to Explain Forecasts?**

Broadly speaking, technical approaches to explain algorithmic decisions fall into two categories: ones that change the model itself to include human-interpretable components, and ones that operate on a post-hoc basis by analyzing the model’s output without directly modifying it. We believe that recent advances in generative AI and large language models (LLMs) can enable both
To create forecasting algorithms with built-in explainability, we may consider adapting the recent breakthrough in Text Bottleneck Models (TBMs) (Ludan et al., 2023). Inspired by Concept Bottleneck Models (CBMs) from the field of computer vision (Yang et al., 2023), TBMs operate by using off-the-shelf LLM summarization models to identify human-interpretable concepts related to the final classification target, then adding an extra layer—a bottleneck—prior to the classification output, in which the model must first predict these bottleneck concepts; those predictions are then fed as input to the final classification layer. A key missing ingredient in making TBMs applicable to conversational forecasting is a method for summarizing conversations in a way that captures the relevant conversational dynamics (see Section 4.1). But recent breakthroughs in LLM-based summarization of conversational dynamics (Hua et al., 2024) might provide this missing ingredient, and we believe it is worth exploring whether this new summarization method can be leveraged to generate useful and interpretable bottleneck concepts for a TBM-based forecasting algorithm to use.

An alternative avenue of exploration, which does not require designing new forecasting algorithms, is post-hoc analysis of an existing forecasting algorithm’s predictions. One approach which has shown promise in other domains is counterfactual explanations: by systematically making perturbations to the input data (representing counterfactuals about how the data “could have been”), it is possible to gain insight into the model’s decision-making process by analyzing what kinds of perturbations made the biggest difference (Wachter et al., 2018). While this approach has shown success in settings like financial applications where inputs often consist of discrete features (e.g., a person’s age, gender,
and nationality) that can be independently perturbed, applying it to conversational data poses a bigger challenge, as perturbations will need to be carefully designed to ensure the modified text is still fluent and naturalistic (Fu et al., 2020). Here, again, we believe that LLMs and generative AI offer one possible path forward, as LLMs have shown promising performance in both conversational turn generation (Wu et al., 2023) and paraphrasing of existing text (Witteveen and Andrews, 2019). Applying LLMs to generate counterfactual continuations of a conversation, for the sake of post-hoc analysis as counterfactual explanations have been applied to other fields, is therefore another promising path forward for achieving explainable forecasting.

The Design Question: How to Present Explanations to Users?

Besides the aforementioned technical questions about how to make forecasting algorithms explainable, there is an accompanying design/HCI question about how and when such explanations should be shown to users. The explanations provided by many cutting-edge techniques tend to be highly technical, and simply showing statistics like a feature importance score or a change in probability may be inaccessible to general audiences (Abdul et al., 2018; Zhu et al., 2018). Once again, conversational settings add an extra layer of complexity: because conversations play out over extended periods of time and involve constantly-evolving dynamics, different points in a conversation may be more or less appropriate moments for intervention, and paying attention to the “rhythm” of a conversation might allow for interventions to be reserved only for the most critical moments (Janiszewski et al., 2021; Sicilia et al., 2024). Future user studies will need to more thoroughly investigate how users interact with interventions
in order to identify what aspects of an explanation users find most actionable, similar to work that has been done with traditional toxicity detection algorithms (Wright et al., 2021).

6.2.2 Beyond Language: Incorporating Social Knowledge

While we have thus far focused on linguistic factors underlying conversational derailment, participants in our interviews (Chapter 2) also identified several non-linguistic aspects of their intuitions about derailment. This was most common among moderators, who pointed to the fact that over time they get to know users in their community and get a feeling for who does not get along with who, but ordinary users also sometimes pointed to similar insights as well as intuitions about a commenter’s underlying intentions and whether they are acting in good faith. These findings point to an important property of derailment: it is not solely a function of the language being used in the conversation, and at the level of human intuition, knowledge of social factors can both modify the meaning of the language being used and add additional information beyond the language itself.

These qualitative observations about the importance of social factors in toxicity and derailment are backed up by prior quantitative findings as well. For instance, Danescu-Niculescu-Mizil et al. (2013b) showed that a user’s willingness to adhere to community norms is influenced by how long they have been in the community, while Saveski et al. (2021) found that patterns of participant interaction systematically differ between conversations that eventually derail and ones that do not.
Accounting for social factors is important not only from the standpoint of practicality and improving model accuracy, but also from an AI ethics and social justice perspective: toxicity is highly dependent on social context, and phenomena such as microaggressions (Breitfeller et al., 2019) and dogwhistles (Mendelsohn et al., 2023) can alienate members of marginalized groups despite not being overtly toxic. Algorithmic tools for moderation and community governance that do not account for these social power dynamics (Sap et al., 2020) may therefore systematically fail to identify toxicity and other antisocial behavior directed towards marginalized groups, thereby exacerbating existing inequities (Davidson et al., 2017; Sap et al., 2019).

We know from prior work that capturing such social knowledge is at least feasible for algorithmic methods, with models trained specifically to predict phenomena such as patterns of participant interaction (Backstrom et al., 2013) and implicit hate speech (ElSherief et al., 2021) demonstrating good performance on those individual tasks. Our long-term challenge, then, is to find a way to incorporate all of this social knowledge, together with the linguistic factors we have already looked at, into a single forecasting algorithm. One possibly helpful insight is that social knowledge could be thought of as an additional modality that exists alongside language: the observed role of social context in augmenting purely linguistic meaning feels similar to how images (a more traditional example of an additional modality) can seamlessly integrate with text to produce combined meaning.\footnote{A perhaps whimsical example of how this plays out in the conversational domain is image-based memes, which can be inserted into otherwise text-based conversations and still result in an overall coherent dialogue; for more on this topic, see Milner (2012).} In this sense, it is encouraging to see that work on applying traditionally multimodal techniques to the task of forecasting derailment has seen some early success (Li et al., 2022), and we believe it is worth
exploring how similar methodology could be applied to combine linguistic and social knowledge in forecasting.

6.2.3 Long-term Impact at Scale

The vision we have laid out for the big-picture role of tools like ConvoWizard (Section 6.1) is one where such tools form part of a broader ecosystem of tools for community governance and moderation, which when used together could reduce toxicity and improve the quality of conversations on online platforms. However, our findings thus far are still preliminary and have focused only on comment-level effects on a small slice of users. While the majority of users in our study reported that they believe that larger-scale adoption of ConvoWizard would have a net improvement on the overall quality of conversations in their community, it remains an open question whether this is truly the case. Our ultimate goal in this line of research, then, is to answer this question; that is, to understand the long-term, large-scale impact of our computational methods for promoting healthier online interactions.

More specifically, we would like to proceed from comment-level effects to the following progressively higher-level effects:

1. **Conversation-level**: Just because a user attempts to reduce tension—for instance, through the use of strategies such as politeness, objective language, factual framing, and question asking (Section 2.4.6)—does not mean they will actually succeed in reducing tension. The final outcome ultimately depends on how the user’s comment is received by other users in the conversation. While the relatively small scale of the data from our
initial user study precludes a conversation-level analysis, a larger-scale study could enable a broad, data-driven exploration of conversational outcomes after a ConvoWizard intervention. It is possible that such an analysis might show that private user-facing interventions like those used by ConvoWizard are ineffectual but that more public interventions, like a moderator leaving a comment, might be more effective—in which case it would be worth exploring how computational methods could replicate such public interventions, for instance in the form of a bot that leaves public replies in conversations it deems to be at risk of derailment.

2. **User-level**: Even if proactive interventions within a conversation level successfully reduce the likelihood of derailment and improve conversation-level outcomes, moderators and good-faith users might hope for something more: that users exposed to interventions actually take away some lessons about how to avoid derailment. After all, results from our user study suggest that ignorance may be one reason that well-intentioned users end up making comments that increase tension: they sometimes honestly do not realize how their comment might be received negatively, a finding that has been echoed in other recent work (Srinivasan et al., 2019). Some of these users reported that ConvoWizard helped them realize this in specific instances, but does this translate to generalizable knowledge that persists across the user’s future conversations? And if so, does the user actually heed the lesson, such that over time they become better at avoiding derailment on their own as opposed to relying on algorithmic tools as a crutch?

3. **Community-level**: Prior work has shown that toxic behavior can be contagious: frequent toxic behavior in a community can build a *culture* of
toxicity in which such behavior comes to be regarded as normal (Section 2.2.2). We may (optimistically) hope that the inverse is also true: that a preponderance of comments that employ tension-reduction techniques, and conversations that overwhelmingly end in a civil and friendly manner, may foster a culture of prosocial behavior. If tools like ConvoWizard turn out to successfully improve user-level and conversation-level outcomes (alongside comment-level ones we have observed), it can lay the theoretical groundwork, but it remains to be seen whether these concrete behavioral changes lead to a persistent culture change in the community. Undoubtedly, this would be the hardest effect to observe, and would require extremely large-scale studies taking place on vast timescales (as culture cannot change overnight). Nonetheless, it presents an idealistic long-term goal for this work—and it feels appropriate that we should conclude this dissertation on such high hopes.
This appendix shows the general outline we followed for all moderator interviews. Note that this only served as a general guide; as the interview process is semi-structured we let the conversation flow naturally, so the exact order and wording of questions varied in practice.

A.1 Topic 1: Current Discussion Moderation Practices

• Understanding comment removal practices:

  – Q: How do you select comments to inspect for incivility and community rule violations?

  – Q: Do you ever proactively monitor ongoing conversations that you consider to be at risk of derailing into uncivil behavior?

  – Q: Say that you have a potentially problematic comment. Please describe your typical process for determining whether or not this comment needs moderation action.

    * (Optional) Q: Can you think of a specific example of a comment you took action on, and describe the process of determining whether or not that comment needed moderation action?

• Understanding how moderators use context:

  – Q: When you are considering [moderating/removing] a comment, do you generally read earlier comments in the thread for context? If so, what are you looking for?
- Q: Do you think a user’s [post and comment/edit] history affects your decision on whether you remove one of their comments? Can you give examples of such historical factors?

- Q: After you take some moderation action on a comment, would you ever look at earlier comments in the conversation to identify more rule-violating comments?

- Understanding how moderators use automated tools:

  - Q: What automated tools do you currently use for moderation, if any?

  - Q: If you use any automated tools, do you use them for
    * triaging comments for you to review
    * and/or
    * automatically removing content?
    * If so, how do you configure automod for your community?

- Moderators’ motivation and how they view the role of moderator:

  - Q: Why did you become a [moderator/administrator] for [Reddit/Wikipedia]?

  - Q: As an administrator, why did you become involved in discussion moderation work?

- Miscellaneous:

  - Q: How much time do you spend moderating each day? Each week?

    * First ask about time spent as an administrator, then ask about moderation.
– Q: How satisfied are you with your current moderation practices? Do you see room for improvement?

– Q: When doing your job as a moderator, would you rather:

  * (a) only [remove/take moderation action] very flagrant rule violations, and potentially miss some rule-breaking comments, or
  * (b) [remove/take moderation action] all comments that could be rule violations, potentially [remove/take moderation action] some comments that don’t deserve to be.

A.2 Topic 2: Potential Use of Conversational Forecasting

• Understanding what moderators would do without time constraints:

  – Q: If you had more time for your job as a moderator, what actions would you want to do?

  – Q: If you had more time for your job as a moderator, when you make a moderation decision about a comment, would you read more of the context around the comment to inform your decision?

• Can moderators tell if a conversation is going awry? Can anyone?

  – Explanation: Here is some terminology that we will use for the rest of the interview:
    * We’ll say that a comment is civil if it follows all the rules of your community, and that it is uncivil if it violates a community rule.
    * We will also say that a conversation eventually derails if it is civil right now, but in the future an uncivil comment gets posted to
the conversation.

- Q: Given a civil conversation, do you think it is possible to foretell if a conversation will eventually derail into uncivil comments?

- Q: Do you think you yourself are able to do this prediction?

  * If yes:
    - Q: Roughly how often do you think your prediction would be correct? That is, can you estimate what portion of the conversations you think will derail actually do end up derailing?
    - Q: What clues from a conversation do you use to inform your prediction?

- Q: Do you think other moderators would be able to do this type of prediction?

- Q: Do you think an algorithm might be able to do this type of prediction?

  * Q: Do you think it would be better or worse than humans?

• Monitoring derailing conversations:

- Q: Assume you would know for sure that an ongoing conversation will turn uncivil in the future. Would you like to monitor new comments that are posted in this conversation?

- Q: Now consider a more realistic scenario, where you cannot know for sure what the future of a conversation will be. Now, say we have a conversation that is predicted to derail; we will go through various levels of confidence in this prediction, and I want you to tell me if you would want to monitor new comments in the conversation for each level of prediction confidence.
Would you want to monitor new comments if you had low certainty in the prediction (i.e., 20% of the conversations that are predicted to derail will eventually actually end up derailing)?

Would you want to monitor new comments if you had 50-50 certainty in the prediction (i.e., 50% of the conversations that are predicted to derail will eventually actually end up derailing)?

Would you want to monitor new comments if you had high certainty in the prediction (i.e., 80% of the conversations that are predicted to derail will eventually actually end up derailing)?

Taking proactive steps for derailing conversations

Q: Assuming you would know for sure that a (currently civil) conversation will turn uncivil and violate the rules of the community, what proactive steps do you, as a moderator, see yourself taking in order to prevent uncivil behavior (if any)?

Q: Now—as before—consider a more realistic scenario, where you cannot know for sure what the future of a conversation will be. Now, say we have a conversation that is predicted to derail; we will go through various levels of confidence in this prediction, and I want you to tell me which of the proactive steps you just mentioned you would still take for each level of prediction confidence.

What proactive steps would you take if you had low certainty in the prediction (i.e., 20% of the conversations that are predicted to derail will eventually actually end up derailing)?

What proactive steps would you take if you had 50-50 certainty in the prediction (i.e., 50% of the conversations that are predicted to
to derail will eventually actually end up derailing)?

* What proactive steps would you take if you had high certainty in the prediction (i.e., 80% of the conversations that are predicted to derail will eventually actually end up derailing)?

– Q: Have you ever taken any of these proactive steps in the past?

### A.3 Topic 3: Analyzing a Mockup Conversation

[The participant is shown a conversation from their community in the Conversation View, with the CRAFT score annotations removed.]

- Q: Do you think any comments in this conversation are uncivil?
- Q: How likely do you think this conversation is to eventually derail into uncivil behavior (breaking the rules of the community)? What made you think this way (point to specific behaviors)?
- Q: Would you want to monitor new comments in this conversation?
- Q: Would you consider taking any proactive steps to prevent uncivil behavior?

[The participant is shown the CRAFT scores for this conversation.]

- Ask the same questions again.
A.4 Topic 4: Analyzing a Mockup Ranking

[The moderator is shown a ranking of conversations from their community in the Ranking View.]

- Q: Which conversations do you think would be worth monitoring for uncivil behavior?

- Q: On the main page for the listing, how relevant is the information displayed about each thread?

- Q: What other information would you find useful in deciding whether to inspect or monitor a conversation?
B.1 Participant Recruitment

Participants for the study were recruited through two channels. First, the pinned announcement on ChangeMyView contained links for interested users to sign up for the study. Second, we direct messaged active members of ChangeMyView. Regardless of recruitment channel, all potential participants underwent a basic check of prior activity on ChangeMyView to filter out possible sockpuppet or brigader accounts, and also had to fill out a basic eligibility check to make sure that their typical ChangeMyView usage was compatible with ConvoWizard’s technical limitations. As an incentive for participation, $20 Amazon gift cards were offered to all participants who completed Phase 1 of the study, including filling out the exit survey. Across all participants who completed Phase 1, the mean community age (i.e., how long they had been active on ChangeMyView by the time of the study) was 3 years; the minimum was 3 months and the maximum was 8 years.

After Phase 1 was completed, we direct messaged all participants who had indicated in the exit survey that they would be interested in a follow-up study, inviting them to participate in Phase 2. For Phase 2, participants were given the option of participating for either a 30-day period (for which a $30 gift card incentive was offered) or a 60-day period (for which a $70 gift card incentive was offered).
was offered). All participants who accepted the invitation to join Phase 2 chose the 60-day option.

**B.2 Exit Survey Implementation**

The exit survey was implemented as a Qualtrics form, mostly consisting of multiple-choice questions with some optional free-response areas for participants to elaborate on their answers. The ConvoWizard tool automatically served the survey link to participants at the end of the 30-day period and participants could fill it out at any time after that, though we did send reminders via Reddit direct message.

**B.3 Exit Survey Full Text and Raw Response Counts**

*Total Responses: 47*

**ConvoWizard Exit Survey**

Thank you for your participation in the ConvoWizard study! As the final step in the study, we will now ask you a series of questions regarding your experience with ConvoWizard. The survey consists of a mix of multiple choice and free response questions. For free response questions, please provide as much information as you can. Your insights are extremely valuable in helping us with our research and, ultimately, with improving ConvoWizard.

After you submit this survey, we will follow up with your reward for partic-
ipation (a $20 Amazon gift card) via DM to the Reddit account you used to sign up for this study.

**Q1:** To begin, please enter your Reddit username. [*Free response*]

**Part 2: Experiences with incivility on r/changemyview**

The following questions will ask about your experiences with uncivil behavior on r/changemyview. For the purposes of this survey, “uncivil behavior” can be understood as comments that you judge to be violations of r/changemyview’s Rule 2,* regardless of whether they ended up getting removed by moderators.

*Rule 2 says “Don’t be rude or hostile to other users. Your comment will be removed even if the rest of it is solid. ‘They started it’ is not an excuse. You should report, not retaliate.”

**Q2:** How big of a problem do you think incivility is on r/changemyview?

- It is almost nonexistent.: 3
- It is only a minor problem.: 10
- It is noticeable but not too big a problem.: 26
- It is a pretty big problem.: 5
- It is one of the biggest problems on the subreddit.: 3

**Q3:** In your experience, what most commonly happens to uncivil comments on r/changemyview?

- I don’t know (I have never seen any uncivil comments).: 2
• They are removed by moderators.: 32
• They are removed by the author.: 1
• Nothing happens (the comment stays up).: 12

**Q4:** In your experience, how quickly do r/changemyview moderators take action on uncivil comments?

• I have never seen moderators take action on uncivil comments.: 3
• They act almost immediately after the comment is posted.: 4
• They act within a few hours after the comment is posted.: 25
• They act within the day the comment is posted (but take more than a few hours).: 13
• They take more than a day to act.: 2

**Q5:** In your experience, what *most commonly* happens to discussions on r/changemyview after an uncivil comment gets posted and is not immediately removed?

• I don’t know (I have never seen any uncivil comments, or every uncivil comment I’ve seen was immediately removed).: 2
• The situation escalates and more uncivil replies are posted.: 22
• The situation recovers and becomes civil again.: 5
• The discussion dies and no further replies are posted.: 18

*Show the following question(s) if “The situation escalates and more uncivil replies are posted” was selected in Q5 (22 participants):*
Q6: In discussions that you’ve seen escalate after an uncivil comment was posted and not immediately removed, what *most commonly* happens if the comment is eventually removed?

- I don’t know (I have never seen an uncivil comment get removed).: 1
- The removal helps the situation to recover.: 4
- The removal has no effect because it is ignored by the people in the discussion.: 7
- The removal has no effect because the discussion has already ended.: 10

Q7: Have you ever made a comment on r/changemyview that you later regretted because in hindsight it could be perceived as offensive or uncivil?

- Never.: 15
- Yes, and the moderators removed it.: 4
- Yes, and I later removed it myself.: 19
- Yes, and it was never removed.: 9

Q8: Which of the following statements about r/changemyview’s enforcement of Rule 2 do you agree with? (Check all that apply)

- I am satisfied with the existing enforcement.: 28
- The existing enforcement is too much (comments often get removed that didn’t deserve it).: 7
- The existing enforcement is not enough (comments that deserve to be removed often aren’t).: 9
• The existing enforcement is biased.: 6
• It is too hard to get a bad enforcement decision overturned.: 4
• Enforcement needs to be more transparent.: 16

Q9: Are there any other things you wish r/changemyview did differently in enforcing Rule 2? [Free response (See Section B.4 for sampled answers)]

Part 3: Forecasting incivility

The following questions will ask about your personal intuitions about when incivility occurs in discussions. We emphasize that you should answer these questions from the perspective of your own intuitions, without the help of ConvoWizard.

Q10: Can you personally tell when discussions are at risk of turning uncivil (that is, may later lead to comments that will violate Rule 2)?

• I cannot tell.: 0
• I can tell in some cases.: 19
• I can tell in many cases.: 18
• I can tell in most cases.: 10

Show the following question(s) if “I cannot tell” was NOT selected in Q10 (47 participants):

Q11: Briefly explain how you can tell if a discussion is at risk of turning uncivil. [Free response]

Q12: If you think a discussion is at risk of turning uncivil, does this make you more willing or less willing to participate?
• More willing: 2
• Less willing: 29
• No effect: 16

Q13: If you think a discussion is at risk of turning uncivil and you are participating, does this affect how you phrase your comments?
• Yes: 36
• No: 11

Show the following question(s) if “Yes” was selected in Q13 (36 participants):

Q14: How does the phrasing you use in your comments change when you think the discussion is at risk of turning uncivil? Select all that apply:
• I use more polite language.: 19
• I use fewer swear words.: 2
• I use more formal language.: 17
• I use more casual language.: 4
• I use more objective language (that is, I try to frame my comment in terms of facts and data).: 24
• I use more subjective language (that is, I try to frame my comment in terms of personal feelings and opinions).: 4
• I ask more questions.: 18
• I write a shorter comment.: 10
• I write a longer comment.: 11
Part 4: Experience with ConvoWizard: Context Summary Feedback

The following questions will ask about your experience with the Context summary feedback feature of ConvoWizard. This is referring to the top box that gave a summary of how likely the preexisting discussion was to turn uncivil before you joined (see the highlighted part of the screenshot below): [Screenshot of ConvoWizard interface with Context Summary box highlighted]

**Q15:** Do you remember seeing the text and/or color of the context summary box change (indicating that the discussion might be getting tense)?

- Yes: 38
- No: 9

*Show the following question(s) if “Yes” was selected in Q15 (38 participants):*

**Q16:** Thinking specifically of times when you saw the text and/or color of the context summary box change, did the context summary feedback ever...

  a) ...help you avoid a fight or confrontation?
     - Yes: 19
     - No: 19

  b) ...affect whether you decided to post a reply?
     - Yes: 20
     - No: 18
c) ...affect what you said in your reply, if you posted one?

- Yes: 26
- No: 12

*Show the following question(s) if “Yes” was selected in Q16c (26 participants):*

**Q17:** Thinking specifically of times when you saw the text and/or color of the context summary box change, how did the context summary feedback affect what you said in your reply? Select all that apply:

- I used more polite language.: 17
- I used fewer swear words.: 1
- I used more formal language.: 7
- I used more casual language.: 3
- I used more objective language (that is, I try to frame my comment in terms of facts and data).: 9
- I used more subjective language (that is, I try to frame my comment in terms of personal feelings and experiences).: 2
- I asked more questions.: 9
- I wrote a shorter comment.: 8
- I wrote a longer comment.: 2
- Other (please describe): 4

**Q18:** Overall, how useful was the context summary feedback?

- Not at all useful: 8
Q19: Do you think ConvoWizard is better or worse than you at telling whether a discussion might be getting tense?

- Much better: 2
- Somewhat better: 7
- About the same: 16
- Somewhat worse: 15
- Much worse: 7

Show the following question(s) if “Much better” or “Somewhat better” was selected in Q19 (9 participants):

Q20: Why do you think ConvoWizard is better than you at telling whether a discussion might be getting tense? [Free response]

Show the following question(s) if “Much worse” or “Somewhat worse” was selected in Q19 (22 participants):

Q21: Why do you think ConvoWizard is worse than you at telling whether a discussion might be getting tense? [Free response]

Q22: For which of the following reasons, if any, did you ever disagree with the context summary feedback? “Disagree” means that you intuitively felt the feedback was wrong, or you would have made a different judgment
call. Rate how often each potential disagreement occurred on a scale from “Never” to “Very often”.

a) ConvoWizard said a discussion looked tense even though it wasn’t
- Never: 6
- Rarely: 12
- Sometimes: 21
- Often: 7
- Very often: 1

b) ConvoWizard did not say a discussion was tense even though it clearly was.
- Never: 14
- Rarely: 18
- Sometimes: 14
- Often: 0
- Very often: 1

c) ConvoWizard’s estimated degree of tension was incorrect (for example, a discussion was marked as “somewhat” tense when it was actually extremely tense).
- Never: 14
- Rarely: 13
- Sometimes: 13
- Often: 5
- Very often: 2

d) ConvoWizard’s context summary feedback seemed to be biased.
• Never: 27
• Rarely: 13
• Sometimes: 6
• Often: 1
• Very often: 0

Q23: Are there any other reasons not listed above that you disagreed with the context summary feedback? (You can also use this space to elaborate on your answers to the previous question). [Free response]

Part 5: Experience with ConvoWizard: Reply Summary Feedback

The following questions will ask about your experience with the Reply summary feedback feature of ConvoWizard. This is referring to the bottom box that gave a summary of how the reply you were drafting could affect the tension in the discussion if it was posted (see the highlighted part of the screenshot below):

[Screenshot of ConvoWizard with the Reply Summary box highlighted]

Q24: Do you remember seeing the text and/or color of the reply summary box change (indicating potential increase or decrease in tension)?

• Yes: 35
• No: 12

Show the following question(s) if “Yes” was selected in Q24 (35 participants):

Q25: Thinking specifically of times when you saw the text and/or color of the reply summary box change, did the reply summary
feedback ever...

a) ...help you avoid a fight or confrontation?
   - Yes: 19
   - No: 16

b) ...stop you from posting something you might have regretted later?
   - Yes: 19
   - No: 16

c) ...affect whether you decided to eventually post your draft reply?
   - Yes: 21
   - No: 14

d) ...affect what you said in the reply you ended up posting, if you posted one?
   - Yes: 25
   - No: 10

Show the following question(s) if “Yes” was selected in Q25c (25 participants):

Q26: Thinking specifically of times when you saw the text and/or color of the reply summary box change to indicate an increase in tension (i.e. a reddish color), how did the reply summary feedback change what you said in your reply? Select all that apply:
   - N/A (I have never seen an increase in tension): 0
• I used more polite language.: 17
• I used fewer swear words.: 2
• I used more formal language.: 12
• I used more casual language.: 5
• I used more objective language (that is, I try to frame my comment in terms of facts and data).: 11
• I used more subjective language (that is, I try to frame my comment in terms of personal feelings and experiences).: 1
• I asked more questions.: 8
• I wrote a shorter comment.: 4
• I wrote a longer comment.: 4
• Other (please describe): 3

Q27: Overall, how useful was the reply summary feedback?

• Not at all useful: 8
• Somewhat useful: 17
• Quite useful: 10
• Very useful: 0

Q28: Do you think ConvoWizard is better or worse than you at telling whether a draft reply might increase tension in the discussion?

• Much better: 1
• Somewhat better: 8
• About the same: 23
• Somewhat worse: 12

• Much worse: 3

Show the following question(s) if “Much better” or “Somewhat better” was selected in Q28 (9 participants):

Q29: Why do you think ConvoWizard is better than you at telling whether a draft reply might increase tension in the discussion? [Free response]

Show the following question(s) if “Much worse” or “Somewhat worse” was selected in Q28 (15 participants):

Q30: Why do you think ConvoWizard is worse than you at telling whether a draft reply might increase tension in the discussion? [Free response]

Q31: For which of the following reasons, if any, did you ever disagree with the reply summary feedback? “Disagree” means that you intuitively felt the feedback was wrong, or you would have made a different judgment call. Rate how often each potential disagreement occurred on a scale from “Never” to “Very often”.

a) ConvoWizard said my reply would increase tension even though it clearly wouldn’t.

• Never: 9

• Rarely: 9

• Sometimes: 20
b) ConvoWizard did not say my reply would increase tension even though it clearly would.
   - Never: 20
   - Rarely: 11
   - Sometimes: 13
   - Often: 2
   - Very often: 1

c) Changing the text of my draft did not seem to change what ConvoWizard said.
   - Never: 13
   - Rarely: 12
   - Sometimes: 15
   - Often: 6
   - Very often: 1

d) A minor/trivial change to the text of my draft changed what ConvoWizard said.
   - Never: 11
   - Rarely: 7
   - Sometimes: 15
   - Often: 9
   - Very often: 5

e) ConvoWizard’s reply summary feedback seemed to be biased.
• Never: 27
• Rarely: 12
• Sometimes: 8
• Often: 0
• Very often: 0

Q32: Are there any other reasons not listed above that you disagreed with the reply summary feedback? (You can also use this space to elaborate on your answers to the previous question). [Free response]

Part 6: Overall impressions

The following questions ask about your overall impressions of ConvoWizard, accounting for all its features.

Q33: Between the context summary feedback and reply summary feedback, which did you find more helpful?

• Context summary: 7
• Reply summary: 18
• Both were equally helpful: 8
• Both were equally unhelpful: 14

Q34: If ConvoWizard were to be publicly released and worked on all versions of Reddit (including new Reddit and mobile), how likely would you be to use it as part of your usual r/changemyiew participation?

• I would definitely not use it.: 8
• I might try it.: 18
• I would probably try it.: 13
• I would definitely use it.: 3
• I would definitely use it, and recommend it to others.: 5

Q35: If ConvoWizard were to be publicly released and many members of r/changemyview used it, do you think this would improve or harm overall discussion quality?

• It would improve discussion quality: 30
• It would harm discussion quality: 1
• It would have little to no effect: 16

Q36: Which would you prefer to use: ConvoWizard (which predicts whether a discussion / comment might lead to uncivil behavior in the future), or a tool that detects whether a discussion/comment is already uncivil?

• I would prefer ConvoWizard.: 25
• I would prefer the tool that detects already existing incivility.: 5
• I would use both.: 7
• I would use neither.: 10
• I cannot tell the difference.: 0

Q37: Which of the following improvements would be most important to you in deciding to use or recommend ConvoWizard? (Select up to 3)

• Correctly identifying more of the tense discussions or draft replies.: 18
• Giving fewer false alerts on harmless discussions or replies.: 17
• Better user interface and integration with the Reddit webpage.: 14
• More consistent behavior.: 7
• More transparency (i.e., explanations of why ConvoWizard marked a discussion / comment as tense).: 23
• More concrete suggestions on how to decrease tension: 14
• Availability on other platforms (new Reddit, mobile app, etc.).: 13
• Other (please describe): 6

Q38: Did you encounter any technical issues while using ConvoWizard?

• Yes (please describe): 0
• No: 37

Q39: Would you be interested in continuing to test ConvoWizard, assuming we extend the testing period? This is entirely optional and the answer to this question will not affect your receipt of the $20 gift card for the testing period you just finished.

• Yes: 33
• No: 14

Q40: In the case the results of this study will be published in a scientific article, would you be OK with us anonymously quoting your answers you provided in this survey? We will not disclose your Reddit username (or any other identity).

• Yes: 44
• No: 3
B.4 Sampled Free Responses

For each free response question, we have randomly sampled three responses to be shown as examples (unless there were fewer than three total responses, for optional / conditional questions).

Are there any other things you wish r/changemyview did differently in enforcing Rule 2?

- Being consistent. CMV removes certain comments, but far after the conversation dissolves into insults and hostility.
- There are clearly a large bias present in the subreddit, particularly on topics that if you are not going along with what is the ‘popular’ thing then you get downvoted, or just insulted.
- No, the moderators are great with enforcement.

Briefly explain how you can tell if a discussion is at risk of turning uncivil.

- Just a feeling that some people are starting more hostile than others.
- If the conversation starts getting personal, attacking personal credentials or identity instead of the problem.
- The easiest way is to analyze the phrasing. Stern, short phrases, completely contradicting the other person’s viewpoint might come off as hostile and aggressive, causing a defensive reaction that might turn into an uncivil discussion.
How does the phrasing you use in your comments change when you think the discussion is at risk of turning uncivil? Select all that apply: - Other (please describe):

• I give minor concessions to points they have made

• try to explain why you see the way you do and what makes you disagree with them.

• Pretty much all of the above to some degree. I never want to offend anyone. And I try not to be offended. Swearing just turns things instantly uncivil.

Thinking specifically of times when you saw the text and/or color of the context summary box change, how did the context summary feedback affect what you said in your reply? Select all that apply: - Other (please describe)

• All of the above again. I thought of better words I could use or words that don’t sound like I may be trying to provoke a uncivil response. I tried longer comments as I am not good at summarizing things in short comments. I enjoyed having this tool to help me see things I may not realize I am posting.

• I kept rewording my reply until it stopped showing up orange. It usually led to less effective replies that, in retrospect, were too wishy-washy to change anyone’s view.

• I tended to avoid certain key words that I felt the program picked up on whether or not I was being confrontational. The word “you” or any words with negative connotations could be altered without changing the meat of my messages.
Why do you think ConvoWizard is better than you at telling whether a discussion might be getting tense?

- Often times if the color changed I would reread what I was saying and see if the response maybe cam off the wrong way. Helping me then to reword it.
- It seems to be able to sense strong emotions, but it doesn’t seem to understand pathos arguments.
- It’s hard in the moment when reading a divisive comment to objectively recognize where the conversation is going.

Why do you think ConvoWizard is worse than you at telling whether a discussion might be getting tense?

- I tried to test its capabilities. In my experience, direct insults do not necessarily alert the program of anything being wrong. The comment has to be sufficiently long for it to usually detect possible cases of uncivility rising. It also seems a little too sensitive, sometimes a comment that was meant to be stern alerts ConvoWizard.
- ConvoWizard seemed to be based off of specific words being in the conversation at all? Discussion on the r-slur were always red, because the word set ConvoWizard off. Quoting other people’s tens dialog also seemed to affect that Wizard just as much as saying it myself, but quoting other people’s dialogue is just required to have the discussion.
- It said everything was at risk of getting tense.
Are there any other reasons not listed above that you disagreed with the context summary feedback? (You can also use this space to elaborate on your answers to the previous question).

- Yes, sometimes the conversation was becoming tense and ConvoWizard didn’t notice it.
- Frankly, I just didn’t encounter many tense arguments. I was impressed with the tool’s sentiment analysis, but I don’t have any evidence that it could identify tension that I or most other commenters would fail to identify.
- It got obvious things right but didn’t seem to work well on the fringe cases.

Thinking specifically of times when you saw the text and/or color of the reply summary box change to indicate an increase in tension (i.e. a reddish color), how did the reply summary feedback change what you said in your reply? Select all that apply: - Other (please describe)

- See previous answer. I reworded it. Looking back, I disagree with my rewording and think my posts became less likely to earn a delta.
- I’m not entirely sure what changed but that I did

Why do you think ConvoWizard is better than you at telling whether a draft reply might increase tension in the discussion?

- It’s easy to pick up the read tense but I’m not always sure when what I’m going to say will make things better or worse.
• Certain verbiage that I typically used the wizard pointed out and I adjusted the verbiage.

• I don’t often care about increasing tension. My objective is generally the discussion, not whether I sound polite or not. ConvoWizard sort of reminds me that I should use maybe different language.

Why do you think ConvoWizard is worse than you at telling whether a draft reply might increase tension in the discussion?

• Sometimes it seemed to think a very innocuous response would escalate tension when I found that unlikely.

• I just don’t think the extension works very well. It must be a technical issue.

• It reacted to obvious stimuli but didn’t work well with sarcasm or curtness, which are often the first signs that a conversation is becoming tense.

Are there any other reasons not listed above that you disagreed with the reply summary feedback? (You can also use this space to elaborate on your answers to the previous question).

• No.

• Just as before, when quoting someone else’s text, ConvoWizard treated it as if the person themselves was saying it. This misrepresents the discussion.

• Primarily that it seemed to say everything was in danger of tension
Which of the following improvements would be most important to you in deciding to use or recommend ConvoWizard? (Select up to 3) - Other (please describe)

- Firefox please.
- I’m perfectly able to tell if people are getting ‘tense’. I don’t need software to tell me.
- Honestly, the biggest issue is me. I almost always knew when a conversation was getting uncivil, but was going to post regardless. The wizard rarely shamed me into not posting (although it did work occasionally! which was surprising). Granted, i do use reddit as an outlet to vent/argue, so i wasn’t really trying to avoid being uncivil. If it doesn’t change my behavior, it doesn’t do much to warn me something is uncivil.

Did you encounter any technical issues while using ConvoWizard? - Yes (please describe)

- It occasionally would stop returning a result mid-reply, or not really return a result at all.
- My anti-virus flagged it once.
- Text boxes that are light gray on white. v hard to read.

Is there any additional feedback you would like to provide that was not already covered, or anything in particular that you liked or disliked?

- I would love to see this as a feature on Reddit in general. It could really help things. Though if it would change how people act is unseen.
• It was hard to use, since I had to use old Reddit. It made me use it less often

• no
The process of constructing a labeled dataset for personal attacks was challenging due to the complex and subjective nature of the phenomenon, and developed over several iterations as a result. In order to guide future work, here we provide a detailed explanation of this process, expanding on the description in Section 3.3.

Our goal was to understand linguistic markers of conversations that derail into personal attacks—a highly subjective phenomenon with a multitude of possible definitions. To enable a concrete analysis of conversational derailment that encompasses the scale and diversity of a setting like Wikipedia talk pages, we therefore needed to develop a well-defined conceptualization of derailment, and a procedure to accurately discover instances of this phenomenon at scale.

Our approach started from an initial qualitative investigation that resulted in a seed set of example derailments. This seed set then informed the design of the subsequent crowdsourced filtering procedure, which we used to construct our full dataset.

C.1 Initial qualitative investigation

To develop our task, we compiled an initial sample of potentially derailing conversations by applying the candidate selection procedure (detailed in Section 3.3) to a random subset of Wikipedia talk pages. This procedure yielded a set of conversations that were then annotated by a small set of human annotators. The annotations were used to refine the conceptualization of derailment, which was then used to develop a robust filtering procedure that could scale to the entire corpus of Wikipedia talk pages.
of conversations which the underlying trained classifier deemed to be initially civil, but with a later toxic comment. An informal inspection of these candidate conversations suggested many possible forms of toxic behavior, ranging from personal attacks (‘Are you that big of a coward?’), to uncivil disagreements (‘Read the previous discussions before bringing up this stupid suggestion again.’), to generalized attacks (‘Another left wing inquisition?’) and even to outright vandalism (‘Wikipedia SUCKS!’) or simply unnecessary use of foul language.

Through our manual inspection, we also identified a few salient points of divergence between the classifier and our (human) judgment of toxicity. In particular, several comments which were machine-labeled as toxic were clearly sarcastic or self-deprecating, perhaps employing seemingly aggressive or foul language to bolster the collegial nature of the interaction rather than to undermine it. These false positive instances highlight the necessity of the subsequent crowdsourced vetting process—and point to opportunities to enrich the subtle linguistic and interactional cues such classifiers can address.

**Seed set.** Our initial exploration of the automatically discovered candidate conversations and our discussions with the members of the Wikimedia Foundation anti-harassment program pointed to a particularly salient and perplexing form of toxic behavior around which we centered our subsequent investigation: personal attacks *from within*, where one of the two participants of the ostensibly civil initial exchange turns on another interlocutor. For each conversation where the author of the toxic-labeled comment also wrote the first or second comment, the authors manually checked that the interaction started civil and ended in a personal attack. The combined automatic and manual filtering process resulted in
our seed set of 232 derailing conversations.

We additionally used the candidate selection procedure to obtain on-track counterparts to each conversation in the seed set that took place on the same talk-page; this pairing protocol is further detailed in Section 3.3.

Human performance. We gaged the feasibility of our task of predicting future personal attacks by asking (non-author) volunteer human annotators to label a 100-pair subset of the seed set. In this informal setting, also described in Section 3.6, we asked each annotator to guess which conversation in a pair will lead to a personal attack on the basis of the initial exchange. Taking the majority vote across three annotators, the human guesses achieved an accuracy of 72%, demonstrating that humans indeed have some systematic intuition for a conversation’s potential for derailment.

Informing the crowdsourcing procedure. To scale beyond the initial sample, we sought to use crowdworkers to replicate our process of manually filtering automatically-discovered candidates, enabling us to vet machine-labeled awry-turning and on-track conversations across the entire dataset. Starting from our seed set, we adopted an iterative approach to formulate our crowdsourcing tasks.

In particular, we designed an initial set of task instructions—along with definitions and examples of personal attacks—based on our observations of the seed set. Additionally, we chose a subset of conversations from the seed set to use as test questions that crowdworker judgements on the presence or absence of such behaviors could be compared against. These test questions served both as anchors to ensure the clarity of our instructions, and as quality controls. Mis-
matches between crowdworker responses and our own labels in trial runs then motivated subsequent modifications we made to the task design. The crowdsourcing jobs we ultimately used to compile our entire dataset are detailed below.

C.2 Crowdsourced filtering

Based on our experiences in constructing and examining the seed set, we designed a crowdsourcing procedure to construct a larger set of personal attacks. Here we provide more details about the crowdsourcing tasks, outlined in Section 3.3. We split the crowdsourcing procedure into two jobs, mirroring the manual process used to construct the seed set outlined above. The first job selected conversations ending with personal attacks; the second job enforced that derailing conversations start civil, and that on-track conversations remain civil throughout. We used the CrowdFlower platform\(^2\) to implement and deploy these jobs.

**Job 1: Ends in personal attack.** The first crowdsourcing job was designed to select conversations containing a personal attack. In the annotation interface, each of three annotators was shown a candidate derailing conversation (selected using the procedure described in Section 3.3). The suspected toxic comment was highlighted, and workers were asked whether the highlighted comment contains a personal attack—defined in the instructions as a comment that is “rude, insulting, or disrespectful towards a person/group or towards that person/group’s actions, comments, or work.” We instructed the annotators not

\(^2\)This platform is now defunct.
to confuse personal attacks with civil disagreement, providing examples that illustrated this distinction.

To control the quality of the annotators and their responses, we selected 82 conversations from the seed set to use as test questions with a known label. Half of these test questions contained a personal attack and the other half were known to be civil. The CrowdFlower platform’s quality control tools automatically blocked workers who missed at least 20% of these test questions.

While our task sought to identify personal attacks towards other interlocutors, trial runs of Job 1 suggested that many annotators construed attacks directed at other targets—such as groups or the Wikipedia platform in general—as personal attacks as well. To clarify the distinction between attack targets, and focus the annotators on labeling personal attacks, we asked annotators to specify who the target of the attack is: (a) someone else in the conversation, (b) someone outside the conversation, (c) a group, or (d) other. The resultant responses allowed us to filter annotations based on the reported target. This question also played the secondary role of ensuring that annotators read the entire conversation and accounted for this additional context in their choice.

In order to calibrate annotator judgements of what constituted an attack, we enforced that annotators saw a reasonable balance of awry-turning and on-track conversations. By virtue of the candidate selection procedure, a large proportion of the conversations in the candidate set contained attacks. Hence, we also included 804 candidate on-track conversations in the task.

Using the output of Job 1, we filtered our candidate set to the conversations where all three annotations agreed that a personal attack had occurred. We found
that unanimity produced higher quality labels than taking a majority vote by omitting ambiguous cases (e.g., the comment “It’s our job to document things that have received attention, however ridiculous we find them.” could be insulting towards the things being documented, but could also be read as a statement of policy).\footnote{This choice further sacrifices recall for the sake of label precision, an issue that is also discussed in Section 3.7.}

**Job 2: Civil start.** The second crowdsourcing job was designed to enforce that candidate derailing conversations start civil, and candidate on-track conversations remain civil throughout. Each of three annotators was shown comments from both on-track and derailing conversations that had already been filtered through Job 1. They were asked whether any of the displayed comments were toxic—defined as “a rude, insulting, or disrespectful comment that is likely to make someone leave a discussion, engage in fights, or give up on sharing their perspective.” This definition was adapted from previous efforts to annotate toxic behavior \cite{Wulczyn2017} and intentionally targets a broader spectrum of uncivil behavior.

As in Job 1, we instructed annotators to not confound civil disagreement with toxicity. To reinforce this distinction, we included an additional question asking them whether any of the comments displayed disagreement, and prompted them to identify particular comments.

Since toxicity can be context-dependent, we wanted annotators to have access to the full conversation to help inform their judgement about each comment. However, we were also concerned that annotators would be overwhelmed by the amount of text in long conversations, and might be deterred from carefully reading each comment as a result. Indeed, in a trial run where
full conversations were shown, we received negative feedback from annotators regarding task difficulty. To mitigate this difficulty without entirely omitting contextual information, we divided each conversation into snippets of three comments each. This kept the task fairly readable while still providing some local context. For candidate derailing conversations, we generated the snippets from all comments except the last one (which is known from Job 1 to be an attack). For on-track conversations, we generated the snippets from all comments in the conversation.

We marked conversations as toxic if at least three annotators, across all snippets of the conversation, identified at least one toxic comment. As in Job 1, we found that requiring this level of consensus among annotators produced reasonably high-quality labels.

**Overall flow.** To compile our full dataset, we started with 3,218 candidate derailing conversations which were filtered using Job 1, and discarded all but 435 conversations which all three annotators labeled as ending in a personal attack towards someone else in the conversation. These 435 conversations, along with paired on-track conversations, were then filtered using Job 2. This step removed 30 pairs: 24 where the derailing conversation was found to contain toxicity before the personal attack happened, and 6 where the on-track conversation was found to contain toxicity. We combined the crowdsourced output with the seed set, then did a final round of our own manual validation, to obtain a final dataset of 1,168 paired derailing and on-track conversations.
APPENDIX D

FURTHER EXAMPLES OF PROMPT TYPES

Table D.1 provides further examples of comments containing the prompt types we automatically extracted from talk page conversations using the unsupervised methodology described in Section 3.4. Descriptions of each type can be found in Table 3.2. For additional interpretability, we also include examples of typical replies to comments of each prompt type, which are also extracted by the method.\footnote{Note that the comment and reply examples in each row of the table do not necessarily correspond to one another.}
<table>
<thead>
<tr>
<th>Prompt Type</th>
<th>Example comments</th>
<th>Example replies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factual check</td>
<td>I do <strong>assert</strong> that you are <strong>wrong</strong>. The caption <strong>states</strong> that [...]</td>
<td><strong>I agree</strong> with you on some points.</td>
</tr>
<tr>
<td></td>
<td>This is <strong>true</strong> whether the tax system is progressive or regressive.</td>
<td><strong>Please clarify</strong>; I read the german, which is why I re-added the term.</td>
</tr>
<tr>
<td>Moderation</td>
<td>Whatever your reasons, <strong>please stop reverting</strong>, and take the issue to [link].</td>
<td>The correct merge procedure <strong>was followed</strong>.</td>
</tr>
<tr>
<td></td>
<td>You have undone many redirects against consensus. <strong>This is clearly disruptive</strong> [...]</td>
<td><strong>I apologize</strong> for insulting other users [...] I will <strong>never do that</strong> again.</td>
</tr>
<tr>
<td>Coordination</td>
<td><strong>I can</strong> probably <strong>help out</strong> with this.</td>
<td><strong>Great!</strong> Thanks for your speedy response.</td>
</tr>
<tr>
<td></td>
<td>I was wondering if you wanted to <strong>work together</strong> on another project.</td>
<td><strong>OK.</strong> I’ve <strong>just started</strong> reviewing them.</td>
</tr>
<tr>
<td>Casual remark</td>
<td>I did <strong>kinda</strong> forget that. It’s gone now anyw...</td>
<td><strong>Lol</strong> - you were quick tonight with your reverts.</td>
</tr>
<tr>
<td></td>
<td>Hey, thanks. And, <strong>yeah</strong>, I’m back. I <strong>had</strong> a very pleasant break.</td>
<td>Sorry. It just looks <strong>so cool</strong>!</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Oh well.</strong> <strong>Anyway,</strong> thank for the heads up.</td>
</tr>
<tr>
<td>Action statement</td>
<td><strong>Do you know</strong> when they will be <strong>added</strong>?</td>
<td><strong>Ok.</strong> I <strong>found</strong> it, and <strong>added</strong> the link myself.</td>
</tr>
<tr>
<td></td>
<td>I’ve also <strong>found</strong> a couple of sources that give his birth year as 1867, so that could probably be <strong>changed</strong>.</td>
<td><strong>Great, I looked into</strong> the code and <strong>changed</strong> the template.</td>
</tr>
<tr>
<td>Procedures</td>
<td><strong>Please</strong> could you shed some light on why you <strong>restored</strong> it.</td>
<td>The image is <strong>not copyrighted</strong>, so I [...] <strong>restored</strong> it to your page.</td>
</tr>
<tr>
<td></td>
<td>You may <strong>delete</strong> the aforementioned image. I have <strong>uploaded</strong> a new one [...]</td>
<td>If these are not <strong>added</strong> within 24 hours I will <strong>delete</strong> it again.</td>
</tr>
</tbody>
</table>

Table D.1: Further examples of representative comments in the data for each automatically-extracted prompt type, and examples of typical replies prompted by each type, produced by the methodology in Section 3.4. Bolding indicates common phrasings identified by the framework in the respective examples.
### APPENDIX E

#### CRAFT AND BERT VARIANCE STATISTICS

<table>
<thead>
<tr>
<th>Run</th>
<th>A</th>
<th>P</th>
<th>R</th>
<th>FPR</th>
<th>F1</th>
<th>A</th>
<th>P</th>
<th>R</th>
<th>FPR</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRAFT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>64.2</td>
<td>61.6</td>
<td>75.0</td>
<td>46.7</td>
<td>67.7</td>
<td>60.5</td>
<td>57.6</td>
<td>79.7</td>
<td>58.8</td>
<td>66.8</td>
</tr>
<tr>
<td>1</td>
<td>65.5</td>
<td>63.0</td>
<td>75.0</td>
<td>44.0</td>
<td>68.5</td>
<td>62.0</td>
<td>59.7</td>
<td>73.7</td>
<td>49.7</td>
<td>66.0</td>
</tr>
<tr>
<td>2</td>
<td>64.8</td>
<td>62.3</td>
<td>75.0</td>
<td>45.5</td>
<td>68.0</td>
<td>60.9</td>
<td>57.8</td>
<td>80.4</td>
<td>58.6</td>
<td>67.3</td>
</tr>
<tr>
<td>3</td>
<td>65.2</td>
<td>63.3</td>
<td>72.4</td>
<td>41.9</td>
<td>67.6</td>
<td>62.1</td>
<td>59.8</td>
<td>73.8</td>
<td>49.6</td>
<td>66.1</td>
</tr>
<tr>
<td>4</td>
<td>64.5</td>
<td>62.3</td>
<td>73.3</td>
<td>44.3</td>
<td>67.4</td>
<td>62.6</td>
<td>61.0</td>
<td>70.0</td>
<td>44.7</td>
<td>65.2</td>
</tr>
<tr>
<td>5</td>
<td>66.3</td>
<td>64.5</td>
<td>72.4</td>
<td>39.8</td>
<td>68.2</td>
<td>60.6</td>
<td>57.5</td>
<td>80.8</td>
<td>59.6</td>
<td>67.2</td>
</tr>
<tr>
<td>6</td>
<td>63.3</td>
<td>60.9</td>
<td>74.3</td>
<td>47.6</td>
<td>67.0</td>
<td>59.9</td>
<td>57.1</td>
<td>79.5</td>
<td>59.8</td>
<td>66.5</td>
</tr>
<tr>
<td>7</td>
<td>65.7</td>
<td>63.9</td>
<td>72.1</td>
<td>40.7</td>
<td>67.8</td>
<td>61.9</td>
<td>59.9</td>
<td>72.2</td>
<td>48.4</td>
<td>65.5</td>
</tr>
<tr>
<td>8</td>
<td>64.4</td>
<td>61.8</td>
<td>75.5</td>
<td>46.7</td>
<td>68.0</td>
<td>61.6</td>
<td>59.0</td>
<td>76.0</td>
<td>52.8</td>
<td>66.5</td>
</tr>
<tr>
<td>9</td>
<td>65.0</td>
<td>63.3</td>
<td>71.4</td>
<td>41.4</td>
<td>67.1</td>
<td>61.2</td>
<td>58.7</td>
<td>75.1</td>
<td>52.8</td>
<td>65.9</td>
</tr>
<tr>
<td>Mean</td>
<td>64.9</td>
<td>62.7</td>
<td>73.6</td>
<td>43.9</td>
<td>67.7</td>
<td>61.3</td>
<td>58.8</td>
<td>76.1</td>
<td>53.5</td>
<td>66.3</td>
</tr>
<tr>
<td>SD</td>
<td>0.9</td>
<td>1.1</td>
<td>1.5</td>
<td>2.8</td>
<td>0.5</td>
<td>0.9</td>
<td>1.3</td>
<td>3.8</td>
<td>5.4</td>
<td>0.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BERT</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>62.3</td>
<td>60.7</td>
<td>69.5</td>
<td>45.0</td>
<td>64.8</td>
<td>62.8</td>
<td>61.5</td>
<td>68.6</td>
<td>43.0</td>
<td>64.8</td>
</tr>
<tr>
<td>1</td>
<td>61.9</td>
<td>60.0</td>
<td>71.7</td>
<td>47.9</td>
<td>65.3</td>
<td>61.4</td>
<td>59.5</td>
<td>71.3</td>
<td>48.5</td>
<td>64.9</td>
</tr>
<tr>
<td>2</td>
<td>63.7</td>
<td>61.1</td>
<td>75.5</td>
<td>48.1</td>
<td>67.5</td>
<td>62.1</td>
<td>59.7</td>
<td>74.1</td>
<td>50.0</td>
<td>66.1</td>
</tr>
<tr>
<td>3</td>
<td>61.3</td>
<td>59.7</td>
<td>69.5</td>
<td>46.9</td>
<td>64.2</td>
<td>62.1</td>
<td>61.6</td>
<td>64.2</td>
<td>40.1</td>
<td>62.8</td>
</tr>
<tr>
<td>4</td>
<td>65.5</td>
<td>63.3</td>
<td>73.8</td>
<td>42.9</td>
<td>68.1</td>
<td>61.1</td>
<td>59.0</td>
<td>72.7</td>
<td>50.4</td>
<td>65.1</td>
</tr>
<tr>
<td>5</td>
<td>58.2</td>
<td>57.1</td>
<td>66.0</td>
<td>49.5</td>
<td>61.2</td>
<td>61.4</td>
<td>60.8</td>
<td>64.0</td>
<td>41.2</td>
<td>62.4</td>
</tr>
<tr>
<td>6</td>
<td>66.2</td>
<td>64.7</td>
<td>71.4</td>
<td>39.0</td>
<td>67.9</td>
<td>61.3</td>
<td>59.5</td>
<td>70.8</td>
<td>48.2</td>
<td>64.6</td>
</tr>
<tr>
<td>7</td>
<td>64.4</td>
<td>63.1</td>
<td>69.5</td>
<td>40.7</td>
<td>66.1</td>
<td>60.6</td>
<td>58.6</td>
<td>72.1</td>
<td>50.9</td>
<td>64.7</td>
</tr>
<tr>
<td>8</td>
<td>61.5</td>
<td>62.5</td>
<td>57.6</td>
<td>34.5</td>
<td>60.0</td>
<td>61.5</td>
<td>60.0</td>
<td>69.0</td>
<td>46.1</td>
<td>64.2</td>
</tr>
<tr>
<td>9</td>
<td>63.8</td>
<td>62.8</td>
<td>67.6</td>
<td>40.0</td>
<td>65.1</td>
<td>62.6</td>
<td>60.2</td>
<td>74.4</td>
<td>49.1</td>
<td>66.6</td>
</tr>
<tr>
<td>Mean</td>
<td>62.9</td>
<td>61.5</td>
<td>69.2</td>
<td>43.5</td>
<td>65.0</td>
<td>61.7</td>
<td>60.0</td>
<td>70.1</td>
<td>46.8</td>
<td>64.6</td>
</tr>
<tr>
<td>SD</td>
<td>2.3</td>
<td>2.2</td>
<td>4.9</td>
<td>4.8</td>
<td>2.7</td>
<td>0.7</td>
<td>1.0</td>
<td>3.7</td>
<td>4.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Table E.1: Variance of (A)ccuracy, (P)recision, (R)ecall, False Positive Rate (FPR), and F1 for 10 runs of CRAFT (top) and BERT (bottom) on the (a) CGA-WIKI and (b) CGA-CMV datasets. Mean and standard deviation across all 10 runs are also reported.

As described in Section 4.6.3, the nondeterminism present in neural network training methods leads to a small amount of variance in the results of training.
CRAFT and the Sliding BERT baseline. To quantify this variance, we run 10 rounds of CRAFT and BERT fine-tuning from scratch on both the CGA-WIKI and CGA-CMV datasets. The measured performance metrics in all 10 runs, as well as the mean and standard deviation, are enumerated in Table E.1.
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