ABSTRACT

Configuring large distributed computations is a challenging task. Efficiently executing distributed computations requires configuration tuning based on careful examination of application and hardware properties. Considering the large number of parameters and impracticality of using trial and error in a production environment, programmers tend to make these decisions based on their experience and rules of thumb. Such configurations can lead to underutilized and costly clusters, and missed deadlines.

In this paper, we present a new methodology for determining desired hardware and software configuration parameters for distributed computations. The key insight behind this methodology is to build a response surface that captures how applications perform under different hardware and software configurations. Such a model can be built through iterated experiments using the real system, or, more efficiently, using a simulator. The resulting model can then generate recommendations for configuration parameters that are likely to yield the desired results even if they have not been tried either in simulation or in real-life. The process can be iterated to refine previous predictions and achieve better results.

We have implemented this methodology in a configuration recommendation system for MapReduce 2.0 applications. Performance measurements show that representative applications achieve up to 5× performance improvement when they use the recommended configuration parameters compared to the default ones.

Categories and Subject Descriptors

H.3.4 [Systems and Software]: Performance evaluation (efficiency and effectiveness); C.5.1 [Computer System Implementation]: Super (very large) computers; H.3.4 [Systems and Software]: Distributed systems

1. INTRODUCTION

Configuring distributed systems has become an increasingly difficult task with growing datacenter sizes and simultaneous growth in complexity of distributed applications. Not only do programmers have to decide on the optimal hardware configuration to execute a desired task, but they also need to configure the hundreds of software parameters that control the operation of modern distributed computation frameworks [15, 30, 36, 51, 60].

Naturally, the performance goals for modern distributed applications are quite varied, dependent on context, and subject to both budget and resource constraints. For instance, developers often face challenging questions such as:

- If I want to run this application (or set of applications), what are the best configuration parameters to minimize execution time or cost? Approximately how long will it take to run, and how much will it cost?
- What configuration parameter settings should I use to obtain high performance with my limited budget?
- If I were to spend X more dollars on hardware, how much would the running time be reduced?
- Should I spend money on additional cores, on more memory, higher disk speeds, or on a faster network?
- If I change the network topology from single rack to two-racks, how will that influence the execution time?

Finding a hardware and software configuration that best answers these questions is non-trivial. Typical state of the practice in industry is to employ rules-of-thumb, and to rely on past experience to guess at relevant configuration parameters. More recent academic work has examined techniques based on domain-specific analytical models [5, 24, 25, 26, 61, 62], hill climbing algorithms on customized frameworks [31], machine learning techniques [13, 14, 19, 29, 49], and genetic algorithms executed on the real application [32]. While these techniques are promising, they have not been widely deployed due to their inherent limitations. Analytical models are difficult to extract and brittle in practice, subject to becoming outdated any time the underlying hardware or software changes. Similarly, it is difficult to maintain approaches that modify the underlying computation frameworks. Existing machine learning techniques typically require extensive data sets for training and are subject to over-fitting. Configuration steering systems, which use performance data from real runs and perturb configurations using genetic algorithms to evolve the configuration to achieve desired goals, are limited by the running time of applications, which often render the process prohibitively slow.

In this paper, we introduce a novel methodology for determining hardware and software configurations for distributed applications. The key insight behind this methodology is to construct a response surface methodology (RSM) model [10, 34, 37, 41] that captures
Figure 1: Workflow of the methodology for auto-tuning distributed configurations. Our methodology uses simulations to build a response surface that characterizes the performance response of applications as a function of configuration parameters. It then discovers the optimal combination of configuration parameters that achieve the user’s goals. Measurements from the real system can be used to further refine the generated model.

The performance of the system as a function of the hardware and software configuration. Response surfaces are a well-studied technique in statistics for efficiently extracting and exploring the relationship between response variables, in this case, performance, and explanatory variables, such as the hardware resources, software parameters and workload descriptors. Most crucially, there exist efficient techniques for answering the types of resource- and cost-constrained questions of the type described above. A response surface model typically has many dozens of exploratory variables, ranging over a large space. In our case, these parameters include the hardware platform (including the CPU, RAM, disk speeds, and the like), the network (e.g. topology, link speeds), and the software configuration (e.g. block size, number of reduce tasks, sort factors).

A critical challenge is the amount of time required to construct a response surface that sufficiently characterizes the state space. Because of the large number of parameters and their extensive ranges, it would be infeasible to execute the application greedily in every possible configuration to determine the optimal choice. In fact, since modern distributed applications can take many hours, and sometimes days to execute, running the application is typically not feasible. Consequently, our approach relies on parametrizing response surfaces from simulations, which can provide the data required to populate a response surface faster than real executions.

Performance characterization, and finding the optimal configuration parameters, is particularly difficult when a user wants to execute not just a single application, but is faced with a batch of mixed applications. Our proposed methodology lends itself well to characterizing the interdependent performance characteristics of multiple applications executing concurrently on the same cluster.

We have instantiated this methodology in a configuration recommendation tool, called Troika, for MapReduce 2.0 applications [4]. Troika makes application, framework, and hardware-specific configuration recommendations within user-defined budget constraints. Figure 1 illustrates the basic workflow used in Troika. Troika comprises a simulator for MapReduce 2.0 applications, a model builder, and an RSM solver. The simulator is used to quickly estimate the execution time of a profile, which is a set of parameters that describe applications on a given hardware platform with a given software configuration. The model builder parses a specification of the profile space, prunes profiles that violate user constraints, and generates profiles for the simulator. Execution times obtained through simulation are used to construct a response surface that captures the various tradeoffs between profiles. Finally, the RSM solver examines the feasible envelope to determine the top few profiles that are estimated to yield the best performance. Note, critically, that these profiles may not have been executed or simulated in the past; in fact, the power of the response surface technique lies in the fact that it can capture and characterize such regions.

Troika is highly effective at discovering profiles that achieve desired user goals, such as optimizing execution time or minimizing cost. In particular, application of Troika to a set of MapReduce 2.0 benchmarks executing on Emulab [18, 56] yields performance improvements up to 5 × for the same cost constraint.

Overall, this paper makes three contributions. (1) It introduces a technique based on response surfaces for effectively characterizing performance of applications as a function of their hardware and software configuration. This technique is system-agnostic, lightweight and easy to integrate into existing workflows. (2) It describes the implementation of this methodology for MapReduce 2.0, in a tool called Troika. Troika embodies a simulator that can make performance predictions within 5% to 6% of the actual execution times. The response surface technique enables a relatively small number of such simulated runs to estimate the execution time of applications in a wide range of configurations. (3) It evaluates the performance of Troika on a representative set of benchmarks, and compares it to Starfish, another configuration recommendation system.

2. RELATED WORK

Past work has suggested automating the process of configuring distributed computations. This work can be divided into the following categories based on the underlying methodologies.

Domain-Specific Analytical Cost Models: Starfish [5, 24, 25, 26] proposes a model-based optimization for configuring MapReduce applications. Once such a model exists, this approach requires greedy enumeration (gridding) or recursive random search [59] to find the optimal configuration parameters. Other studies [61, 62] present an approach that assists in the selection of virtual machine instances to run MapReduce applications on Amazon EC2 [1] platform. This approach uses a bounds-based analytical cost model [52] and a simple simulator for evaluating scheduling decisions. However, such analytical models are generally limited in scope, and difficult to produce for complex applications. Any change in the application or underlying framework can invalidate the model and require re-developing an analytical performance model from scratch. It is not always feasible to capture the performance characteristics of an application in an analytical model.

Iterative Improvement Search: Gunther [32] employs a search-based approach for tuning MapReduce configurations. It relies on running the system to test new configurations one at a time. It employs a genetic algorithm to enumerate configurations that will lead towards a good configuration. The number of tests on the real system is limited by the execution time of applications. In contrast, mrOnline [31] employs a gray-box based smart hill climbing algorithm for testing multiple configurations per real run to reduce the
tuning time. It achieves this by modifying the underlying framework for configuring individual tasks of an application. Moreover, it uses a knowledge base to aid the tuning process. Therefore, it faces the same issue as Starfish: changes in the underlying platform requires updates to the system. Another study uses a black-box version of the smart hill climbing algorithm for auto-tuning web application servers [58]. However, other research [47] has shown that a CMA evolution strategy [23] can outperform this algorithm.

**Machine Learning Models:** Machine learning approaches [13, 14, 19, 29, 49] employ various algorithms such as KCCA [6], artificial neural networks, decision trees, reinforcement learning, and Bayesian networks [39] to determine a correlation between configuration parameters and performance. The principal obstacle to the widespread adoption of machine learning techniques is the difficulty of the model building process. To yield an accurate model, these techniques typically require a large amount of training data obtained through execution of applications on real platforms.

**Simulation:** Simulation is another methodology that people use for configuration tuning. We analyzed several MapReduce [15] simulators in the literature. MRPerf [54] is among the first MapReduce simulators. It is particularly good at evaluating different network topologies due to its integration with ns-2 [40]. However, MRPerf omits simulation of task execution details, such as computation-I/O overlap and shuffle phase. As a result, it is difficult to observe the effects of varying parameters for related configurations. HSim [33] focuses on task simulation of MapReduce applications rather than the effect of network topologies on cluster performance. Similar to MRPerf, it assumes that compute requirements of tasks depend only on the input size, but not on the content. Our evaluations demonstrate that this assumption is unrealistic. MRSim [22] and SimMapReduce [50] both work on SimJava [48] and use GridSim [11] for network simulation. MRSim has been evaluated with only one application and it is not clear if the results scale. SimMapReduce suffers from oversimplification because it assumes that all the instructions have an equal cost, and the task computation time is independent of the input content. While simulations are useful on their own, using them for configuration tuning requires a sophisticated logic that can endure approximation errors in performance estimates.

Simulators are also used for testing new features that aim to improve the underlying computation platform itself rather than tuning its parameters. For instance, popularity-based data replication system Scarlett [2] and outlier mitigation scheme Mantri [3] use a trace-driven Dryad [30] simulator for performance evaluations. Mumak [35] is a discrete event simulator for MapReduce that is designed to aid researchers in evaluation of new resource allocation and scheduling algorithms, and scalability analysis. It reproduces the execution time behavior of applications using traces collected through a log processing tool, Rumen [46]. SimMR [53] and WexElephant [45] also simulate MapReduce workloads, which improve Mumak’s accuracy by modelling sort and shuffle phases. These simulators focus on workload rather than application-specific simulations.

**Resource Management Techniques:** Paragon [16] is a greedy online datacenter scheduler that uses collaborative filtering for resource assignment. It classifies incoming applications considering their performance on different servers and contention on shared resources. Quasar [17] performs resource assignment and allocation by extending Paragon’s classification technique with the performance impact of scale-out and scale-up. To handle the cold start problem, both systems require offline training by profiling selected applications on different types of servers in the cluster. PACORA [9] performs resource allocation using convex analytic expressions to model the execution times. However, it requires identification of application goals and ignores non-convex execution time behavior. These systems aim to improve the utilization of existing resources, and they are complementary to auto-tuning distributed configurations.

Our response surface–based methodology supports optimization of software as well as hardware configurations. Since it is lightweight and not domain-specific, the methodology is easily applicable to a wide set of modern distributed frameworks. Moreover, it works without requiring an extensive amount of training data.

### 3. DESIGN

The key components of the methodology are a **model builder**, a **simulator**, and an **RSM Solver**.

#### 3.1 Model Builder

The core technique that our methodology employs for the efficient analysis of a large number of alternative profiles is based on building a response surface model. This model is a combination of statistical and mathematical procedures that is particularly useful for process optimizations. The model builder creates this model for mapping a large set of configuration parameters to the performance of a distributed computation. This process requires a number of samples of the following form:

$$\text{Sample} = \{\text{Profile}, \text{Performance}\} \quad (1)$$

The model builder generates the model in four steps.

1. It preprocesses the profile space to prune the profiles that violate user constraints. This diverse set of constraints may include budget thresholds, SLA, and minimum resource requirements. Identification of important profile parameters is the responsibility of the user.
2. It picks a number of randomly chosen profiles among the alternatives passed through the pruning process. The number of profiles is determined by $\alpha \times \mu$, where $\alpha$ represents the number of parameters in the chosen response surface model, and $\mu$ represents **recommendation accuracy**. We define recommendation accuracy to be the number of samples per profile parameter. Exploring different choices of experimental designs is a subject of future work.
3. It obtains the estimated performance of selected profiles from the simulator to create samples.
4. It builds a response surface model using the samples.

The application of response surface methodology requires building an approximate model to map the behavior of the actual response. Several configuration parameters influence this response and the interplay between them can be complex. A response surface needs to be sufficiently detailed to capture this interplay, but higher detail incurs a cost in the amount of additional simulations necessary to yield the polynomial points. Usually, first- or second-order polynomials are used to model this interplay [37].

The general form of a first-order model is as follows.

$$y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k \quad (2)$$

$$y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k \quad (2)$$
A second-order model can capture more detail through additional model variables.

\[ y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k \\
+ \beta_{1,1} x_1^2 + \beta_{2,2} x_2^2 + \ldots + \beta_{k,k} x_k^2 \\
+ \beta_{1,2} x_1 x_2 + \ldots + \beta_{k-1,k-1} x_{k-1} x_k \]  

(3)

Notice that \( \alpha \) is \( k + 1 \) in the first-order, and \( 1 + 2k + k(k-1)/2 \) in the second-order model. As a result, for the same value of \( \mu \), building a second-order model requires more samples to be collected through simulations. Moreover, the building process of a second-order model requires at least three distinct values per profile parameter in the pruned profile space. Nonetheless, the second-order model is more flexible, and its higher model detail may improve recommendation performance in some cases.

### 3.2 Simulator

A response surface model can be built using results running a set of profiles on the target cluster. However, this approach is often problematic. Running experiments for real is costly and takes time. Nor does this approach allow running experiments on hypothetical resources. These problems can be overcome by using a high-quality simulator. Simulation enables considering a wider set of sample profiles and using any collection of hypothetical resources. Because of this, our methodology uses simulations to create a response surface that represents the performance of distributed computations as a function of configuration parameters.

Simulators are versatile tools in the sense that they can be used for optimization of various performance goals. One typical goal is to minimize the running time, which requires a simulator to deliver estimated execution times. Depending on the desirable performance goals, simulators can also be designed to provide performance data in the form of average task time (e.g., average map time), standard deviation of task times, energy consumption, or resource utilization (e.g., average bandwidth usage).

### 3.3 RSM Solver

The RSM solver takes a response surface as input, and outputs a profile that is estimated to yield the best performance based on the metric calculated by the simulator.

RSM solver generates this profile in three steps.

1. It uses the response surface to estimate the performance values for the profiles in the processed profile space.
2. It determines the profiles that fall within the feasible envelope. This envelope contains a few profiles that exhibit the best estimated performance.
3. It gets performance estimations for these profiles from the simulator and outputs the profile with the best simulation performance.

Optionally, once the recommended profile is executed in the target environment, its performance outcome can be used to refine the generated response surface by improving the quality of simulations.

### 3.4 Design Summary

Our methodology employs a statistical approach to approximate the performance behavior of computations. It is applicable to a broad range of distributed frameworks because the approach itself is system-agnostic. It is practical since it works without the need for an extensive number of samples. Moreover, the samples are generated through simulations that are generally much faster than executions. The underlying response surface–based method has a proven track record in areas ranging from analytical chemistry [8] to mechanical engineering [42].

### 4. TROIKA

We implemented the described methodology in a tool called TROIKA. This tool comprises a simulator, and a recommendation engine that embodies the model builder and the RSM solver. Popularity, presence of a representative set of benchmarks, and open-source availability were instrumental in our framework selection.

#### 4.1 MapReduce 2.0 Simulator

TROIKA achieves its efficiency using a discrete event simulator to estimate the performance of different profiles. It is essential that the simulator provides accurate estimates for the recommendations to be useful.

We made three key design decisions to obtain a highly accurate simulator: (1) In order to capture how resources impact overall performance, our simulator overlaps computation with I/O operations as in the real execution of applications. (2) The simulator considers each input record separately to achieve fine granularity. (3) The simulator considers not only the input size, but also the input content to assess the computational requirements of tasks.

TROIKA accurately captures the entire MapReduce 2.0 workflow. This includes overlapping of I/O with processing; pipelining of input splits; buffering; contention for disk, CPU, and network; ResourceManager arbitration; scheduling for kernel I/O and NIC; execution time of each record; and the access delay for disk and network I/O operations. This captures the elements such as its slotless design, non-centralized resource management that distinguish MapReduce 2.0 from the classic MapReduce.

To realize such an accurate simulator, we had to pay attention to the following design considerations.

First of all, capturing the many sources of concurrency in MapReduce 2.0 is critical for accuracy. For example, MapReduce applications contain frequent disk accesses as well as data processing. These operations occur concurrently within the same task, among different tasks of the same application, as well as between different applications within the same framework. Similarly, the simulator captures the concurrency in network data transfers. Omitting this concurrency for the sake of a simplified design would lead to a loss of simulation accuracy [55]. Our implementation takes these interactions into account.

Second, simulation granularity plays a critical role in accurate performance estimation. A MapReduce application flow contains successive execution of map and reduce tasks. These tasks process the input data on a record-by-record basis where each record is a key-value pair. This fine granularity impacts several parts of the system, from buffer usage patterns to data processing frequency. An accurate simulation should handle these details in order to realize the impact of changing configuration parameters such as the buffer capacity. Therefore, TROIKA’s simulator performs operations on each input record individually, rather than the whole input data.

Finally, accurate simulation demands that the simulator takes the amount of execution time required per record into account. Our
simulator captures this with the aid of parameters called *task intensities*. A task intensity specifies the average computational weight of a single byte for each task. Our simulator keeps track of separate task intensities for map, reduce, and combiner functions. Further, the simulator allows modeling non-linear relationship between input size and execution times. For instance, in TeraSort, the correspondence between execution time and input size is non-linear due to the sorting algorithm that it employs.

### 4.1.1 Profile

The simulator takes as input a profile, which represents a configured cluster with MapReduce 2.0 applications. The profile contains: *application properties* that identify characteristics of target applications, *hardware properties* that identify the cluster components, *cluster topology* that describes how the cluster components are networked, and the *MapReduce 2.0 configuration* that includes properties that affect the behavior of the framework. Table 1 shows some parameters that constitute a profile in Troika. To support rack heterogeneity, the profile enables the properties of each server and network link to be specified independently.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application Properties</td>
<td>input size, container resources per task and application master, queue IDs, task intensities, task and final output ratios, ...</td>
</tr>
<tr>
<td>Hardware Properties</td>
<td>cores per CPU, disk read and write speed, core and memory capacities, switches</td>
</tr>
<tr>
<td>Cluster Topology</td>
<td>placement of cluster components and file splits, link bandwidth</td>
</tr>
<tr>
<td>MapReduce 2.0 Configurations</td>
<td>number of reduce tasks, shuffle merge percent, dfs block size, scheduler configurations, minimum and maximum chunk size, task I/O sort factor, sort buffer memory size, sort spill percent, ...</td>
</tr>
</tbody>
</table>

**Table 1: A profile for Troika contains all parameters that are necessary to do an accurate simulation of a MapReduce application (or set of applications) on a cluster.**

To fetch the framework configurations, the parser reads `mapred-site.xml`, `hdfs-site.xml`, and `yarn-site.xml` configuration files. It executes `hdfs dfs -du` command to measure application input size.

In a MapReduce cluster, configuration values could override each other depending on where they are specified. For instance, the number of reduce tasks could be set within `mapred-site.xml` file. The value in this file can be overridden with a command line argument. Moreover, setting its value within the application code overrides any others. The parser takes this into account just for the `mapreduce.job.reduces` property.

### 4.1.2 Resource Queues and Scheduling

The simulator models the MapReduce 2.0 queues and corresponding schedulers for resource requests and adjusts available resource capacities accordingly.

For many Linux distributions, CFQ (Complete Fairness Queueing) [12] is the default I/O scheduler. It regulates disk accesses with the aim of providing fair I/O throughput among threads. We implemented a version of the CFQ scheduler to simulate disk accesses. In our implementation, each request accesses the disk either until its time slice expires or it finishes the corresponding I/O operation.

Traffic schedulers determine the packet that will go through the network interface. `Pfifo_fast` [43] is the commonly used default traffic scheduler in Linux distributions. The simulator employs a version of this scheduler with two bands. Our model gives higher priority to small packets such as requests for file transfers. While our implementation requires knowledge of the network topology, it lets the simulator take network congestion into account.

The simulator does not contain a process scheduler. Instead, it keeps track of the number of active threads and adjusts processing speed of new requests based on this value. The processing speed decreases as the number of active threads increase. However, a new thread does not affect the processing speed of currently active ones.

In general, Troika assumes that all cluster resources are used only by the applications stated in its input. It supports the default scheduler of Apache Hadoop YARN [4], Capacity Scheduler [20], to model concurrently running applications. The simulator introduces resource access delays, and varies the simulated speed of I/O operations between measured maximum and minimum disk performance. These variations in access delays and disk speed are modeled with uniform, constant, or exponential distribution. Such fluctuations between repeated simulations enable Troika to capture the performance impact of diverse execution states, such as collocation of reduce tasks.

**Simulation on a Cloud Environment:** Simulation of applications deployed on a virtualized cluster involves additional challenges. State-of-the-art public cloud providers [1] do not enforce a quantifiable limit on the variance of resource capacities on shared servers. Unless cluster instances are dedicated, resource queues might grow non-deterministically, which may lead to a loss of predictability. Moreover, the placement of cluster components is not revealed to tenants, which makes it challenging to simulate network congestion. Despite these issues, minimum response guarantees provided by cloud operators may enable the simulator to derive appropriate predictions. Exploring the applicability of the simulator for applications running on cloud platforms is a subject of future work.
4.2 Recommendation Engine

The recommendation engine comprises of a model builder and an RSM solver. It aims to find a near-optimal profile by means of response surfaces. It targets a good tradeoff between recommendation optimality and the time spent in the recommendation process.

Model Builder: This component takes profile space and user constraints as its input. User constraints include the cost of each profile in the profile space, resource constraints, and a budget limit. Profile cost indicates the price of server and network components.

The model builder parses the profile space and prunes the profiles that violate user constraints based on two criteria. First, using the provided network topology information, it calculates the number of servers and network links and eliminates profiles that are over the user budget. Second, it eliminates profiles that do not have sufficient resources to execute the target applications. Currently, the resource pruning process considers only memory-based constraints for this.

To obtain performance estimates, the model builder sends a number of profiles that passed through the pruning process to the simulator. Troika’s model builder provides a user-configurable parameter, recommendation accuracy, to control the number of such calls. To ensure an accurate recommendation, our implementation enforces a threshold for this parameter. Once a sufficient number of samples are collected, Troika creates a response surface that maps profiles to the overall execution times.

RSM Model: Troika supports both a first- and a second-order RSM model to map configuration parameters to estimated performance. Eq. 2 and Eq. 3 describe the correlation between \( k \) configuration parameters and performance. Troika uses the least squares method to compute the coefficients of these models.

The model in Eq. 2 is also called the main effects model, because it assumes independence between different parameters by considering only the linear main effects. A response surface with the model in Eq. 3 can capture curvatures and parameter interactions. In some cases a linear model might be sufficient for modeling performance of certain MapReduce 2.0 applications.

RSM Solver: This component uses the response surface and the simulator to generate the profile with the fastest estimated execution time. The recommendation engine configuration enables customization of the feasible envelope size, which determines the number of profiles to be sent to the simulator for performance estimation. The process details are described in Sec. 3.3

Upon determination of a profile, the recommendation engine creates a report containing the estimated overall execution time and the expense of building a cluster with this profile. For profiles with a single application, the report presents details such as average task completion, shuffle, and the total map time (the elapsed time from the initiation of the first map task to the completion of the last one). Although Troika’s performance metric is to minimize the overall execution time, it is easy to configure it to provide optimizations for any of the reported values.

5. EVALUATION

In this section, we evaluate the accuracy of Troika’s simulator for common workloads and understand the impact of fine-grained simulation compared to the simplifying assumptions of the simulators presented in Sec. 2. We then evaluate recommendation quality, and analyze the tradeoffs between running time and quality. Next we compare the efficacy of Troika with Starfish [5, 24, 25, 26], a recommendation system that employs a domain-specific model-based methodology for configuring MapReduce applications. Then, we evaluate the quality of hardware recommendations and examine the impact of budget constraints in determining what hardware to invest in. Finally, we analyze the fit for first- and second-order models with different MapReduce applications.

We created a MapReduce 2.0 cluster with six servers on the Emulab testbed [18]. Emulab provides full control over the network. We arranged the cluster components using the common ToR architecture. Table 2 summarizes the configuration details of our test environment that we used for evaluation of simulation accuracy, efficacy of recommendations, comparison with Starfish, and analysis of the fit for response surfaces. We executed Troika itself on a 64-bit local machine with 16GB DDR2 RAM and Intel Core i5-3320M @ 2.60GHz processor.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Double Rack (2x3 servers)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU/server</td>
<td>Xeon E5530 (4x2.4 GHz cores)</td>
</tr>
<tr>
<td>Disk/server</td>
<td>500GB SATA</td>
</tr>
<tr>
<td>RAM/server</td>
<td>12GB DDR2 at 1066MHz</td>
</tr>
<tr>
<td>Bandwidth/link</td>
<td>1 Gbps</td>
</tr>
</tbody>
</table>

Table 2: Experimental cluster configuration. Each rack is connected to a top-of-rack switch and single aggregation switch connects the racks.

5.1 Accuracy of Simulations

In our experiments, we used TeraSort [21], WordCount, PI\(^1\), and Grep to validate performance predictions of Troika’s simulator. We chose these applications because they cover the usage from data- to compute-intensive MapReduce applications.

To examine accuracy of the simulator for a particular application, we chose a set of profile parameters such as the size of application inputs, the number of reduce tasks, and task intensities. We then specified for each parameter a set of values that yielded an execution time no more than an hour in actual runs. By choosing randomly from those values, we created 15 experiments for TeraSort, 20 for WordCount and Grep, and 5 for PI.

We define the simulation accuracy as follows:

\[
\frac{\min(\text{EstimatedTime}, \text{RealTime})}{\max(\text{EstimatedTime}, \text{RealTime})} \quad (4)
\]

Simulation accuracy is a number in the range \([0 – 1]\), with 0 meaning completely inaccurate and 1 meaning completely accurate. \(\text{EstimatedTime}\) represents the execution time that our simulator generates and \(\text{RealTime}\) represent the execution time on the target cluster. We repeated each experiment five times on both the real cluster and on our simulator and used the average execution times to calculate the simulation accuracy of each experiment.

\(^1\)PI approximates \(\pi\) using a Quasi-Monte Carlo method. The user provides a parameter that controls accuracy—the parameter also impacts task intensities for the simulator.
Figure 2: The accuracy of Troika’s simulator. Error bars represent the maximum and the minimum simulation accuracies.

Figure 2 presents the simulation accuracy of Troika’s simulator for different applications. The results show that Troika’s simulator can accurately capture the performance impact of different profile parameters. Examining in more detail where time was spent, we believe that the slight inaccuracies we observed stem mainly from the variation in network latencies.

Figure 3 shows the amount of time it took to run a single simulation compared to running the actual application. The results show that simulations provide performance data orders of magnitude faster than real executions. Variance in execution time of the simulator is mainly due to the difference in the number of records caused by the changes in the application input size.

Troika’s simulator reflects variations in the compute requirements through task intensities. These intensities may change due to varying input size and content. Figure 4 shows the impact of reflecting this change on the simulation accuracy of TeraSort. In calibrated simulations, we experimentally determined task intensities to match real execution times. In fixed simulations, we set task intensity values for a 1GB input file and preserved their values for varying input sizes. The results show that adjusting task intensities significantly improves the ability of the simulator to estimate execution times.

Troika provides an “intensity optimizer tool” to determine task intensities automatically from measurements of real runs of applications.

Troika’s simulator reflects variations in the compute requirements through task intensities. These intensities may change due to varying input size and content. Figure 4 shows the impact of reflecting this change on the simulation accuracy of TeraSort. In calibrated simulations, we experimentally determined task intensities to match real execution times. In fixed simulations, we set task intensity values for a 1GB input file and preserved their values for varying input sizes. The results show that adjusting task intensities significantly improves the ability of the simulator to estimate execution times.

Figure 3: Comparison of actual execution and simulation times. The error bars represent the maximum and the minimum times.

Figure 4: TeraSort simulation with and without calibrated task intensities (reduce task count: 2).

Table 3: Default vs. Troika’s recommended profile parameters with the first-order response surface model for TeraSort.

<table>
<thead>
<tr>
<th>Profile Parameter</th>
<th>Default</th>
<th>Troika</th>
</tr>
</thead>
<tbody>
<tr>
<td>mapreduce.job.reduces</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>yarn.nodemanager.resource.memory-mb</td>
<td>8,192</td>
<td>11,264</td>
</tr>
<tr>
<td>dfs.blocksize</td>
<td>128MB</td>
<td>64MB</td>
</tr>
<tr>
<td>mapreduce.input.fileinputformat.split.minsize</td>
<td>0</td>
<td>64MB</td>
</tr>
<tr>
<td>mapreduce.job.reduce.slowstart.completedmaps</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>mapreduce.map.sort.spill.percent</td>
<td>0.80</td>
<td>0.75</td>
</tr>
<tr>
<td>mapreduce.task.io.sort.factor</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>mapreduce.task.io.sort.mb</td>
<td>100</td>
<td>108</td>
</tr>
<tr>
<td>mapreduce.reduce.shuffle.merge.percent</td>
<td>0.66</td>
<td>0.68</td>
</tr>
<tr>
<td>mapreduce.reduce.shuffle.input.buffer.percent</td>
<td>0.70</td>
<td>0.72</td>
</tr>
</tbody>
</table>

5.2 Efficacy of Troika Recommendations

To evaluate the quality of Troika’s recommendations, we used kMeans and Bayesian from the HiBench Benchmark Suite 3.0 [27, 28] in addition to the four applications listed in Sec. 5.1 and Word Co-occurrence. We executed each application five times using the default framework parameters of MapReduce 2.0 and with the ones that Troika recommended with a first- and a second-order model. Due to space constraints, we focus on the experimental results and the analysis of TeraSort using Troika with a first-order response surface model. In both executions, TeraSort used a 10 GB input file generated by TeraGen application. Table 3 lists the considered profile parameters together with the corresponding default and recommended values.

When the application runs with the default configuration values, on average it takes 1217 seconds to complete. Troika’s recommended parameters lower the execution time to 255 seconds, or $4.8 \times$ faster. The response surface–based methodology lets Troika boost the performance by modifying different aspects of the execution flow that would be hard to identify without expertise on MapReduce 2.0. The recommended parameters in Table 3 increase the number of reduce tasks and the amount of memory allocated for containers while halving the filesplit size. As a result, the number of concurrently running tasks in the cluster increases. Moreover, the recommended configuration parameters delay the scheduling of reduce tasks. This helps in steering more resources to map tasks, and maintaining a low network traffic by delaying the shuffle phase. These parameters also modify the flow of sort, shuffle, and merge operations to speed up the overall execution.
5.2.1 Impact of High Dimensionality

Due to the curse of dimensionality [7], the number of candidate profiles for recommendation tends to grow rapidly for each additional profile parameter listed in Table 1. This increases the number of samples needed to build an accurate model (see Sec. 3.1). Since sample generation is a time-consuming operation, the overall recommendation process can potentially take more time to complete.

To examine the impact of high dimensionality on recommendation generation time and obtained speedup, we ran an experiment starting with the profile parameters in Table 3 for optimizing TeraSort using Troika with the first-order response surface model. At each step, we measured the recommendation generation time, and the corresponding speedup over using the default parameter values in the configuration of the application. Before beginning the next step, we randomly eliminated two parameters and measured the performance of recommendations for the remaining ones. Figure 5(a) shows that increase in dimensionality slows down recommendation generation, but even with 10 parameters the recommendation generation time is acceptable. Although the model is first-order, the correlation between number of parameters and recommendation generation time is non-linear because the load of simulating the changes in one profile parameter differs from simulating the changes in another. Figure 5(b) shows that being able to analyze such high dimensionality enables Troika to make better recommendations. Since the expected performance contribution due to each parameter is unknown beforehand, the rate of increase in speedup is subject to uncertainty.

5.2.2 Impact of Recommendation Accuracy

A higher recommendation accuracy requires more samples to produce a model (see Sec. 3.1), and obviously it takes more time for model generation. Model-based methodologies require a certain number of samples per profile parameter to avoid over-fitting. In general, a higher number of samples used in developing a model increases the accuracy of predictions [38].

For our experiments, we selected four configuration parameters\(^2\):

\(^2\)The selection is among the most frequently tuned configuration parameters of MapReduce 2.0.

We evaluated the effect of different recommendation accuracies on Troika’s execution time with first-order response surface model and analyzed the recommendation performance on the specified cluster in Table 2. We executed each experiment five times. Figure 6(a) shows that the execution time of Troika is linearly proportional to the number of samples. This is expected because the recommendation engine generates each additional sample using the simulator, and each simulation takes approximately the same time for the selected configuration parameters.

Higher accuracy tends to yield better configuration recommendations. Figure 6(b) shows the speedup as a function of recommendation accuracy normalized for the speedup we obtain with 5 samples. Clearly, the gain in application performance is not proportional to the recommendation generation time. Contrary to increasing the number of configuration parameters to broaden the scope of optimization space, recommendation accuracy targets fine-tuning of small set of configuration parameters.

5.2.3 Recommendations with Multiple Applications

In many cases MapReduce clusters need to run multiple applications simultaneously. Troika can use simulations of concurrently running applications to make recommendations for these cases. To evaluate the quality of such recommendations, we performed three experiments with Troika using the first-order model. In our setup, we used a workload consisting of four TeraSort and four PI applications. Each TeraSort application used a separate 10GB input generated by TeraGen application. PI applications are configured to run with 1000 map tasks and 400,000,000 samples. We repeated each experiment five times.
Table 4: Recommended profile parameters with a mix of concurrently running applications for single and two resource pools.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>One Pool</th>
<th>Two Pools</th>
</tr>
</thead>
<tbody>
<tr>
<td>mapreduce.job.reduces</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>yarn.nodemanager.resource.memory-mb</td>
<td>8,192</td>
<td>11,264</td>
</tr>
<tr>
<td>dfs.blocksize</td>
<td>256MB</td>
<td>256MB</td>
</tr>
<tr>
<td>mapreduce.input.fileinputformat.split.minsize</td>
<td>64MB</td>
<td>32MB</td>
</tr>
<tr>
<td>mapreduce.job.reduce.slowstart.completedmaps</td>
<td>0.25</td>
<td>0.15</td>
</tr>
<tr>
<td>mapreduce.map.sort.spill.percent</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>mapreduce.task.io.sort.factor</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>mapreduce.task.io.sort.mb</td>
<td>104</td>
<td>106</td>
</tr>
<tr>
<td>mapreduce.reduce.shuffle.merge.percent</td>
<td>0.70</td>
<td>0.68</td>
</tr>
<tr>
<td>mapreduce.reduce.shuffle.input.buffer.percent</td>
<td>0.72</td>
<td>0.73</td>
</tr>
<tr>
<td>capacity of each resource pool</td>
<td>100%</td>
<td>50%</td>
</tr>
</tbody>
</table>

The first experiment measured the accuracy of simulations with concurrently running applications using the default profile parameters with a single resource pool. Resources among applications are shared through pools. Our evaluation shows that Troika's simulator can predict the behavior of concurrent applications with a high accuracy. The simulation accuracy is within 98%.

In the second experiment, we kept the scheduler properties the same and executed Troika with a profile space containing the parameters listed in Table 3. The second column in Table 4 presents the recommended parameters that yield a 2.4% speedup over the default parameters.

In the final experiment, we partitioned the cluster into two resource pools and measured the performance under the default and recommended configuration parameters shown in Table 4. The recommended parameters yield a 22.2% performance improvement in this case.

5.2.4 Efficacy Analysis
As our evaluations show, in some cases Troika’s recommendation generation time exceeds the real execution time on the cluster. This is partially due to the sequential implementation of Troika. However, there is sufficient room for parallel simulation of the sample profiles. Exploring the performance impact of parallelization is a subject of the future work. Nonetheless, using Troika comes with the following benefits:

- MapReduce 2.0 applications are not generally designed as one-time-use applications. Assuming that the fluctuations in task intensities are small, the benefits of performance gain become increasingly significant in the long term.
- Testing hardware-related configuration changes with trial and error would generally be too costly. Troika performs such tests on hypothetical hardware. Therefore, it is capable of making optimizations that may not be practically otherwise.
- Contrary to prior systems [26, 31, 32, 58, 61, 62], Troika does not require using cluster resources. It can generate recommendations on a local machine. As Figure 3 shows, simulation is orders of magnitude faster than running the real application. Therefore, it is capable of testing multiple profiles without the need for running each one in a real execution environment.

5.3 Comparison with Starfish
We compared the efficacy of Troika with Starfish [5, 24, 25, 26], a system that employs a domain-specific model-based methodology for configuring MapReduce applications. The evaluation process analyzed the speedup achieved over using the default configuration parameters for a set of applications, consisting of TeraSort [21], Word Co-occurrence, WordCount, Grep, PI, and kMeans and Bayesian from the HiBench Benchmark Suite [28].

For each application, we executed Troika with first- and second-order response surfaces, and used Starfish version 0.3.0 for the comparison. Since Starfish does not support MapReduce 2.0, we performed its evaluations using a classic MapReduce [57] deployment on the cluster presented in Table 2. TeraSort processed a 10 GB input file generated by TeraGen application. Word Co-occurrence, WordCount, and Grep ran with 2.5, 10, and 45GB input files respectively, composed of e-books collected from Project Gutenberg [44]. PI application was configured to run with 1000 map tasks and 400,000,000 samples, and Bayesian and kMeans with the benchmark defaults.

Figure 7 shows the speedup obtained for each MapReduce application using the configuration parameters recommended by Troika and Starfish. There is no bar for the Starfish for Bayesian, since it was one of the benchmarks that did not terminate successfully. The results demonstrate that Troika outperforms Starfish for optimization of various MapReduce applications regardless of the chosen RSM model.

5.4 Efficacy of Hardware Recommendations
Depending on the choice of server hardware, one may observe high variability in performance of applications [17]. However, selecting the right hardware in a cluster is non-trivial for various reasons. (1) The performance bottleneck of the cluster might differ depending on the application requirements. While compute-intensive applications would benefit from a faster CPU, better hard disks would be preferred in other cases to boost performance. Usually, it is hard to manually pinpoint the bottleneck. (2) The cost of chosen hardware must fit within a predetermined user budget. (3) It is hard to estimate the performance impact of replacing multiple cluster components at the same time. Troika helps cluster operators by providing hardware recommendations while considering the applications
Table 5: Processor, disk and physical memory properties of server types used to evaluate hardware recommendations for executing various applications.

<table>
<thead>
<tr>
<th>Type-A</th>
<th>Type-B</th>
<th>Type-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xeon E5530 (4x2.4GHz)</td>
<td>Xeon E5530 (2x2.4GHz)</td>
<td>Xeon(TM) 3GHz</td>
</tr>
<tr>
<td>500GB SATA</td>
<td>500GB SATA</td>
<td>146GB SCSI</td>
</tr>
<tr>
<td>12GB DDR2 (at 1066MHz)</td>
<td>12GB DDR2 (at 1066MHz)</td>
<td>2GB DDR2 (at 400MHz)</td>
</tr>
</tbody>
</table>

Table 5: Processor, disk and physical memory properties of server types used to evaluate hardware recommendations for executing various applications.

to be executed on the cluster, the budget threshold, as well as the performance impact achieved by replacing or adding hardware.

We considered the three server types listed in Table 5 using the topology presented in Table 2. Up to now, we only used the server Type-A. A Type-B server has the same hardware configuration as Type-A but with half of its cores disabled.

We evaluated if, under a limited budget, it makes sense to replace all servers by Type-B or Type-C by considering the four applications presented in Sec. 5.1. For each application, Troika recommended a server type that yields the best expected performance among the three alternatives. We tested all applications under the default profile parameters after adjusting the memory related constraints for Type-C. When there is no budget limit, Troika picks Type-A. If using Type-A is unaffordable, Troika recommends Type-B as the replacement.

The evaluations demonstrate that Troika can consider the performance impact of multiple resource modifications and select a system that provides good performance within a specified budget constraint.

![Figure 8](image-url) Application performance using different types of servers, normalized to the performance obtained using Type-C servers.

5.5 Modeled vs. Real Response Surfaces

To compare the real and modeled response surfaces, we used the configuration parameters listed in Sec. 5.2.2 and ran experiments with Word Co-occurrence and TeraSort using corresponding input files described in Sec. 5.3. Due to space constraints, we present only Figure 9, which illustrates 3-dimensional projections of the actual 5-dimensional response surface and how it is modeled using first- and second-order polynomials for Word Co-occurrence. As the results show, the performance behavior of the application can be captured in both models.

To verify the fit for each model, we calculated accuracy (see Eq. 4) using the real measurement data and the corresponding modeled response of profiles. For Word Co-occurrence, the mean accuracies for the first- and second-order models are 0.778 and 0.781, respectively. For TeraSort, the mean accuracies are 0.727 and 0.731 respectively. For these cases, the accuracy of both models are comparable in modeling the actual response.

6. CONCLUSION

This paper introduces a new approach for configuring distributed computations. This approach employs a response surface–based technique to determine software and hardware configuration parameters with minimal user assistance. Response surface models already have proven track record as an optimization tool in other engineering disciplines. We have combined this methodology with an accurate simulator and have shown that this approach can achieve desired performance goals while maintaining user constraints. Troika, a full implementation of this approach, shows that performance gains up to 5× could be achieved for MapReduce 2.0 applications. We believe this methodology constitutes a valuable addition to the emerging toolkit of the distributed systems programmer.
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