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INTRODUCTION
Computers and telecommunications are transforming academic libraries.  It is becoming possible to build an electronic library in which documents are stored not on paper but in a computer system, to be retrieved over a network and read on a personal computer.  This is not a new idea.  Many of the concepts were contained in a famous paper by Vannevar Bush in 1945.
  An early attempt at large-scale implementation was MIT's Project Intrex in the 1960's, but Intrex was before its time.  Its aspirations were beyond the capabilities of contemporary computers.

During the academic year 1987/88, a group from Carnegie Mellon and OCLC in a series of planning meetings concluded that the technical barriers experienced by Intrex were disappearing.  Moreover, the declining cost of computing implied that the cost of electronic libraries would be comparable to traditional libraries within a decade.  During 1988 this analysis was refined into a plan.
,
  In the fall of the year major grants were received from Digital Equipment Corporation and the Pew Charitable Trusts.  Serious work on the Mercury Electronic Library began early in 1989.

The original aim of Mercury was to choose an academic discipline, perhaps artificial intelligence, and to build an electronic library of literature used by researchers in that field.  As work progressed, the priorities were changed to creating a general purpose system to be used as a campus-wide library information system, for collections in specific disciplines, and as part of a national electronic library.  Mercury is not a research project.  From the outset, its goal has been to develop a practical system for every day use by an academic community.  This has led to a program with three major thrusts:  

•
The Mercury software.  The project has developed an architecture for an electronic library using modern distributed computing.  The Mercury software implements this architecture.

•
The Library Information System.  The Mercury software has been installed as an operational system for the Carnegie Mellon community, known as the Library Information System II.

•
Electronic publication.  The Mercury team is working with publishers to assemble a large corpus of electronic information.  The aim is to find an economic framework that will stimulate the market for electronic publication.

This paper describes the achievements of the first three years.  This phase culminated in the release of the Library Information System II to the campus during the academic year 1991/92.

THE LIBRARY INFORMATION SYSTEM II
The Carnegie Mellon library catalog has been on-line since 1984.  Originally it was readable only from dedicated terminals.  In 1986, a library information system that provided information over the campus network went live.  It used a central mainframe computer with a terminal-based user interface.  Over the next five years, fourteen databases were loaded onto this computer including the library catalog, secondary information services, a dictionary, an encyclopedia, and a database of all people at Carnegie Mellon. 
,
 

This system proved extremely popular.  In a 1989 survey, 76% of faculty reported that they used it at least once per week.  It showed the advantages of a uniform user interface to a wide variety of information, and the value that people attach to being able to use library information in their office or dormitory room.  It also demonstrated limitations of a single monolithic system.  One priority of Mercury has been to replace this system with a new system that will make better use of the power of modern computing.  This is the Library Information System II.

Using the electronic library

Mercury assumes that the user of the library has a personal computer connected by some means to the international network known as the Internet.  Common types of personal computer at Carnegie Mellon are Unix workstations, Apple Macintoshes, and IBM PS/2s.  For Mercury, they can be in a library, an office, a student laboratory, at home, or anywhere on the Internet.

The first step in using the Library Information System II is authentication.  Some information to which Carnegie Mellon holds the copyright, such as the library catalog, is open to anybody on the Internet, but much of the information is licensed by publishers for use by the university community only.  Members of Carnegie Mellon must identify themselves by submitting a private password.  This is the standard password used by other campus computing systems, such as electronic mail.  Visitors to the libraries can obtain a temporary password.

The services provided are those familiar to any library.  There are catalogs and indexes, reference works, and a small but growing collection of journal articles.  All information that is currently released to campus is stored as text.  In the middle of 1992, bit-mapped images of documents will also be made available.  As well as displaying items on a computer screen, it is possible to print them or to transmit them by electronic mail.

Information is stored as databases.  The reader begins by selecting a database and then can search or browse within it.  Typical examples are the library catalog, an indexing service such as INSPEC, a dictionary, the run of a journal such as Artificial Intelligence, or the university's directory of staff and students.  The databases are stored on several computers attached to the network, but the reader does not need to know which computer holds a specific database. 

A simple search begins at the Search Window as shown in Figure 1.  This figure shows part of the screen of a DecStation computer.  Many such workstations are scattered throughout the libraries.  They have large screen displays that allow several windows to be visible at the same time.  This user interface uses the Motif tool kit and runs on top of the X.11 window system.
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Figure 1.  The search window on the Motif user interface.

The user selects a database from the menus and types a search request.  This can be as simple as a single word or can be a complex Boolean combination of terms with truncation, restriction to specific search fields, and so on.  The syntax is based on a standard search syntax, but most users will learn just a few basic operations, such as the operators and, or, not, etc.

The result of a search is returned as a count of the number of items in the database that match the search criteria.  To see the items, the user clicks the Display button.  This brings up a second window alongside the first, the Record Window.  It has two panels.  In the upper, there is a single line entry for each match.  In the lower, the text of one item is displayed.  For example, if the database is an abstracting service a full abstract will be displayed in the lower panel.  

The user interface has a fine array of options and features concealed within it, but has managed to remain comparatively uncluttered.  Some of the more important features are: a Browse Window that helps to identify index terms; help files for each window; ways to refine searches, sort the matches, and to combine previous searches into new ones; and ways to save, print or mail the results of searches.  The inexperienced users find the user interface reasonably intuitive and easy to use, but expert users, such as professional librarians, have a powerful set of tools. 

The Motif user interface is one of a family of user interfaces.  Because Motif is based on the standard window system X.11, it is possible to move it from the DecStations on which it was developed to other Unix workstations, beginning with the Sun SparcStation.  It is also possible with X.11 to have the user interface software run on one computer while the windows appear on a different personal computer.

A second user interface is provided for personal computers that do not run X.11 but can emulate VT100 terminals.  They connect to a intermediate Unix server that runs the retrieval software.  Each panel or window of the Motif user interface is equivalent to a VT100 screen display, except that the VT100 can not display bit-mapped images.  Figure 2 is an example.  With support from Apple Computer, we are developing another user interface for Macintosh computers.  This will provide the features of the Motif user interface, but with the full Macintosh look and feel.  At some time in the future, we hope to write a fourth user interface to run on DOS computers under MS-Windows, but this work is not yet scheduled.
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Figure 2.  The search display on the VT100 user interface.

Information in the first release

In the first release of the Library Information System II the following databases are available to the general public and are accessible over the national networks without restriction:

Carnegie Mellon Library Catalog

Bibliographic records for over 700,000 books, films, sound recordings, and other materials in the University Libraries.  Several enhancements have been made to the catalog during the past few years.  For example, catalog records for Carnegie Mellon technical reports include author-supplied abstracts; tables of contents are included for books containing collections of plays and recent books with chapters by different authors.
  The Library Catalog is the default database.

Carnegie Mellon Journal List

Journal and serial holdings of the University Libraries, including both current and old subscriptions.

ArchPics

Bibliographic records for pictures and drawings of more than 3000 modern buildings, selected from books in the University Libraries' collection.

In addition to the databases listed above, the following databases are available to all authenticated members of the university from anywhere on the national networks, and to authorized visitors within the library buildings.

Who's Who At CMU

A directory of Carnegie Mellon students, faculty, and staff.

Academic American Encyclopedia

A full-text encyclopedia.  Headings and subheadings are included to help find the information that is wanted.

American Heritage Dictionary

A full-text dictionary that includes synonyms.

Periodical Abstracts, 1986-present

Bibliographic records with abstracts to articles in over 1000 general and scholarly journals and magazines in the areas of social sciences, art, humanities, general science, and current affairs.

Newspaper Abstracts, 1989-present

Bibliographic records with abstracts to articles from eight major national newspapers, including The New York Times, The Wall Street Journal, The Washington Post, The Christian Science Monitor, and others.

ABI/Inform, 1985-present

Bibliographic records with abstracts to over 750 periodical publications covering business, management, and company information.

Business Dateline, 1989-present

A full-text database containing articles from 180 regional business publications from across the country, including monthly magazines, weekly tabloids, and daily newspapers.

INSPEC (Information Services for Physics, Electronics, and Computing), 1988 -present

Bibliographic records with abstracts for scholarly publications in communications, computing, electrical engineering, electronics, physics, and information technology.

Computer Database, 1988-present

Bibliographic records for 90 journals covering computers, telecommunications, electronics, and popular computing topics.

Choice Book Reviews

A database of book reviews on scholarly and popular books in all academic subject areas.
THE COMPUTING SYSTEM

The fundamental decision in designing the Mercury software was to use an architecture based on modern distributed computing.  Whereas most library computing systems have been based around a large central computer, in Mercury many smaller computers work as a team.  Information is stored on servers, small computers each dedicated to a specific task.  Most faculty and many students possess personal computers.  The user interface software runs on these standard personal computers.  Both the servers and the personal computers are connected to a network, the Internet, and can be located anywhere on it.  Figure 3 represents the overall computer system.
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Figure 3.  The overall computer system.

The advantages of using distributed computing are many: small powerful computers are more economical than central mainframes; it is possible to apply large amounts of computing power to each user interface, and to searching and retrieving information; by adding more servers, the system can grow almost without limit; and different user interfaces can be tailored to different types of personal computers.  However, the long term reason for using a distributed architecture is more ambitious.  Mercury is expected to grow into a component of a national or even international electronic library.  Independent libraries, departments, and even individuals will be encouraged to mount information on their own servers.  The Mercury architecture will allow them independent control, yet the servers will be part of one huge collection of information.

Carnegie Mellon University was particularly well placed to develop a distributed electronic library, since it has a long tradition of leadership in computing.  During the 1980's,  the university created a campus computing environment that is second to none, based on the Andrew project, a joint development with IBM.
,
  The university has a comprehensive and mature computer network, a large installed base of personal computers including many large workstations, and unsurpassed expertise in managing a complex distributed environment.  Carnegie Mellon's libraries are small, but have been energetic in making use of new technology.
  As a result, it was possible to bring together a team of people from the libraries, computing center, computer science, linguistics, and engineering.  Most of the work described in this paper has been carried out by the libraries and the computer center, but the close involvement of faculty from several disciplines has been invaluable. 

Mercury was also fortunate to have the assistance of OCLC in the early planning.  OCLC’s Office of Research is one of the strongest groups in the field.  When work began on Mercury, the team was able to build on their expertise in databases, protocols, document storage, and user interfaces.

Formats and protocols

The key to distributed computing lies in the formats and protocols that the various computers use to exchange information.  During the past few years, interest in electronic libraries and electronic publications has grown rapidly across the United States and Europe.  For Mercury to become part of a world-wide library, formats and protocols were chosen that are likely to emerge as standards.  In the interest of long term standardization, Mercury has even chosen some items that are not technically the best, and has rewritten parts of the software to meet new standards. 

Document formats

In the first phase of Mercury, emphasis has been placed on storing documents for which there also exists a printed version.  This first generation supports ASCII text and bit-mapped images.  The bit-mapped images are stored using the Group 4 Fax compression scheme.  Neither format is ideal.  Unstructured ASCII text is the foundation of most computing systems.  It is universal and easy to process, but a poor substitute for a printed page.  Bit-mapped images store a full representation of each page of a document, but cannot be manipulated.  

The network

Mercury is based on the TCP/IP family of network protocols.  These are the protocols that are used in the Internet and most modern academic networks.  Carnegie Mellon's Andrew network and the national backbone have no links slower than 1.5 million bits per second.  This comparatively high speed is useful for the image processing software.   Even when compressed, a page image has about half a million bits, so that real time delivery of images requires a fast network.  All other parts of Mercury run well at lower speeds, even over dial-up telephone lines.

Authentication

Mercury uses the Kerberos authentication scheme developed at MIT.  Several computing groups on campus support the realm-based version of Kerberos.  With this protocol, a user is validated by a local computing group, such as an academic department.  When the user wishes to use Mercury, authentication is passed from the departmental system to Mercury.  The user does not have to log into Mercury separately and duplicate authorization databases do not have to be maintained.

Database name service

In the Mercury architecture, information is stored on servers.  On each server there can be several databases.  For performance, a heavily used database can be replicated on two or more servers.  A name service is needed to tell the user interfaces where the various databases are stored.  In the long term, in an electronic library that has hundreds of servers with thousands of databases maintained by many organizations, the name service will be a complex system, but today with a handful of servers and a few dozen databases, name service is provided by simple tables.

Retrieval protocol

The distributed architecture requires a retrieval protocol between the user's personal computer and the database servers.  This passes search requests to the server and the results of searches back to the user.  Mercury has used the emerging standard Z39.50, with some extensions.  The original design of Z39.50 emphasized bibliographic records with well known formats, rather than the wide variety of document types in Mercury.  This has required an extension to exchange descriptions of the fields that a database contains and can be searched on.  For bibliographic information the standard presentation format is MARC.  For more general documents Mercury uses the ISO standard ASN.1.

Database system
The distributed architecture does not assume that each server runs the same type of database manager.  Indeed the hope is to see many different types of server on the network working together through standard protocols.  The database system used for the Library Information System II is OCLC’s Newton system.  Newton was developed by OCLC for their own use.  It is optimized to give fast retrieval from large collections of library materials, notably bibliographic records.  Work is currently beginning on support for a second database system, chosen to be much easier to load data into than Newton, but without the performance needed to search very large bibliographic databases.

Equipment
Digital Equipment Corporation has generously provided most of the equipment needed for the development of Mercury.  Currently the database servers are DecStation 5000 computers, and a Vax 6400 computer is used to build the indexes.  These run the Ultrix operating system.  The X.11/Motif user interface was developed on DecStation 3100 computers.
Image processing

Support for images is one of Mercury's strengths.  A document is scanned by sampling its image on a grid of points.  Each point is represented by a brightness code.  In the simplest form, only black and white are distinguished.  With a resolution of 300 dots per inch, horizontally and vertically, a good image can be made of almost any printed page.  If the resolution is increased to 600 dots per inch or by coding for 16 levels of gray, the clarity becomes excellent, and halftone illustrations can be represented reasonably well.  

At 300 dots per inch the black and white image of a single page produces one million bytes of data.  Because this is too large for economical storage and transmission, the data is usually compressed by taking advantage of its statistical properties.  Mercury uses the Fax Group 4 compression method, reducing the storage for a typical page to about 50,000 bytes.  Specially developed algorithms move compressed images from a server, decompress them, and display them very quickly.  The time to display an image, including all transmission and decompression, is two seconds on a DecStation 3100.  

Because most computer displays have a resolution of around 75 pixels per inch, images must be enlarged for display.  The software allows a choice of enlargements from one to eight times.  The default is to enlarge a page by a factor of two.  At this size, the legibility of most documents is excellent and a typical line of text just fits the screen of a standard workstation.  Figure 4 is an example of the clarity.
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Figure 4.  A bit-mapped image of a journal article.

The great advantage of a bit-mapped image is that any printed page can be represented, retaining its original design and layout.  The disadvantages are the bulk of data to be stored and the fact that an image can not be manipulated or interpreted.  Although character recognition is improving steadily, it is not usually possible to recognize all the text of a scanned document.  Therefore every image needs to be referenced by some form of external index.

The design of a user interface design to support images has been a challenge.  The first user interface is an extension of the standard X.11/Motif interface.  A database is searched in the usual manner.  When the index entry has been found, an Image button indicates that the document is available.  Clicking this button displays the first page.  An experimental version of this interface has been under test since fall 1990.  It is scheduled for full release in summer 1992.  A second interface for browsing documents is also under development.  This will allow the user to select a journal, then a specific issue, and then to move through the issue page by page.  The reader will be able to read an issue from cover to cover, or to scan quickly through it.
ELECTRONIC PUBLICATIONS

Electronic libraries and electronic publishing are intimately linked.  Building a collection of electronic documents has two aspects, technical and economic.  The economic question, with its closely related social and legal issues, is profound.  A market framework needs to develop with incentives to stimulate electronic publishing.  To date, Mercury has made a series of ad hoc arrangements with publishers that allow copyrighted material to be provided to the university community.  The project has also worked closely with Marvin Sirbu, in the department of Engineering and Public Policy, who has led a series of studies in the economics of publishing on electronic networks.
 

Technically, Mercury emphasizes image processing because, at present, printed publications are the language of scholarship.  Although a typical document begins on a computer, a word processor, and is eventually typeset by a printer, who uses another computer to control the printing, these computers are merely tools that are used to create the printed product.  Sometimes a publisher can provide the ASCII text of an item, but more often the definitive version exists only on paper.  For the electronic library, the sole option is to scan each page and to work with the page images.  

Collections of ASCII text

The best established electronic publications are secondary material such as library catalogs, indexes, and abstracting services.  Most use ASCII text.  An example is MEDLINE which covers the medical literature.  Brokers such as BRS, Dialog, or SDC mount such information on central computers and sell access to it.  For the user, much of the value lies in the power of the computer to search huge numbers of records.  A notable system that makes the primary literature of a field available is Lexis, which covers law.  It is some fifteen years old.  In all of these systems, the user interface is cryptic and the output is crudely formatted text on a dumb terminal.  They are no threat to the printed document. 

Currently all the databases in the Library Information System II are stored and displayed as unformatted ASCII text.  The dictionary and encyclopedia contain the full text.  The others are indexes or abstracting services.  For most printed documents, however, the structure, graphics, and layout are essential parts of the content.  A few publishers are beginning to publish text that is marked up with formatting information, usually SGML, the Standard Generalized Markup Language.  A notable example is the New Oxford English Dictionary.  However, such examples are rare.  For several years yet, if a publication is to be stored in an electronic library, a page image will usually be the only option.

Collections of images
The Mercury team is working closely with several groups who are preparing collections of images.  Each of these projects has its focus in a specific subject area.  The objective is to provide a critical mass of items in the chosen areas, so that users can gain experience in having such material available to them.

Core journals in computer science and artificial intelligence.

At the beginning of Mercury, it was decided to build an on-line collection of core journals in computer science and artificial intelligence.  A survey identified four publishers who provide most of the core journals in this area.  Two of these, Elsevier and Pergamon, have subsequently merged.  Elsevier and the IEEE have given Carnegie Mellon permission to scan journals into Mercury.  Scanning of the journals is well advanced.  To date 27,000 pages from seven journals have been scanned.  The collection will be on-line in mid-1992. 

Computer science technical reports.

A second stage in building a core collection in computer science is to have an on-line collection of technical reports and working papers, beginning with those published at Carnegie Mellon.  This plan has been given an impetus by interest from DARPA, the Department of Defense agency that funds much of the fundamental research in computer science.  In May 1990, DARPA suggested that a small group of universities who have been the major recipients of DARPA funding should develop a joint collection of their technical reports in computer science.  At the time that this paper was written (February 1992), this project appears to be going ahead with both a bibliographic index and on-line page images mounted at each university.  It has the potential to be a catalyst for moving Mercury from a campus project to being part of a national distributed library.

University Microfilms Inc.

University Microfilms has invested heavily in the technology and expertise needed to scan and distribute bit-mapped images of documents on CD-ROM.  The first products have been designed to work with a dedicated workstation.  A search of indexes that are held on the workstation tells the reader to mount a specific CD-ROM.  Page images that are stored on the CD-ROM can be displayed on the screen or printed.  The quality of this product is excellent, but the single user workstation is a disadvantage for use in large organizations, such as universities.  The company is, therefore, developing ways to network CD-ROMs.  One of these involves a specially built juke box that holds 240 CD-ROMs in a carousel.  The juke box is connected to a local area network.  The first stage in linking this information to Mercury is currently under way.  In this phase, the indexes will be mounted as a Mercury database, but initially the juke box system will remain independent.

Elsevier's Tulip project

The Dutch company Elsevier Science Publishing, with its British subsidiary, Pergamon, is the world’s largest commercial publisher of scientific and technical journals.  Elsevier is in the advanced stage of planning, but has not yet definitely committed to, a project known as Tulip.  Tulip will provide a group of current journals in bit-mapped images as an alternative to paper copies.  Elsevier has selected some 38 journals in material science and plans to distribute them to a dozen leading university libraries.  Unlike University Microfilms, Elsevier is not providing a standard computer system or a fixed marketing plan.  The aim of Tulip is to to encourage the various universities to try different technical means to deliver the images and propose different schemes for licensing.  Carnegie Mellon will load the images onto a Mercury server.  The indexes will be set up as searchable database and the images displayed across the network.

CHRONOLOGY OF THE MERCURY PROJECT

A project such as Mercury moves like a glacier.  In any month, the progress that is made appears tiny, but over a period of years these tiny steps come together into a broad program of work.  The release of the Library Information System II is a notable landmark, but much more lies ahead.

The project took shape in 1988.  The original concept was a very wide-ranging program that would include both research and practical implementation.  When funding for this umbrella proposal proved difficult to find, planning began on a less ambitious project emphasizing early implementation of a system for the Carnegie Mellon campus.  This plan was presented at the EDUCOM conference in the fall of 1988.  The first support came from the American Association for Artificial Intelligence.  Later the same year, the Pew Charitable Trusts made a grant of $1.2 million for staff support and Digital made a similarly large grant of equipment and cash.

Serious work began early in 1989 with the assembly of the development team led by Mark Kibbey and Thomas Dopirak.  They made an early decision to build a pilot system with many of the components that are now in production, but in preliminary form.  This was demonstrated at the EDUCOM conference in fall 1989.  The demonstration had sample databases on servers at Carnegie Mellon and at the conference in Michigan, connected over the Internet to VaxStation personal computers.  The user interface was written in DecWindows and retrieval used a partial implementation of the Z 39.50 protocol.

In spring 1989, Mercury was presented to a meeting of the Society for Scholarly Publishing.
  This began a series of joint meetings with publishers that have been a vital part of acquiring information for the library.

The hard work of turning the pilot system into a production version for the campus took all of 1990 and much of the following year.  The user interface was rewritten in X.11/Motif, and modified many times as a result of user studies;
 Kerberos authentication was added; major developments were made in the name server, resource control, and the software for loading databases.  Support for the wide diversity of computing at Carnegie Mellon included the beginning of work on the VT100 and Macintosh user interfaces.

In 1990 work began on bit-mapped images.  The basic functions were demonstrated to the campus in fall 1990.  They included retrieval across networks, with real time software decompression and display on Unix workstations.

The year 1991 was dominated by the practical needs of full campus deployment, ranging from the specific needs of the libraries to the challenges of integrating Mercury into the campus computing environment.  In bringing up a new library information system based on the Mercury software, it was essential to retain the benefits of universal access from the thousands of personal computers on the campus.  The libraries and the computing center supply the software that is run on only a fraction of these computers.  Some are supported by departmental facilities groups; others are maintained by individuals.  The strategy that has been followed is to work with the major computing groups, notably Computer Science, Electrical and Computer Engineering, and the Software Engineering Institute, to help them install the user interfaces, and communications and authentication protocols, while providing terminal emulation for those people who can not support the full system.

User training has been a major effort spread over two semesters while the old and new systems have run in parallel.  In fall 1991, a large number of DecStation 3100 workstations were installed in the libraries, running the new software.  Also during the fall semester, the new system was taught to entering freshmen as part of their Computing Skills Workshop.  At the beginning of the winter 1992 semester, instructions on the new system were mailed to every member of the university.

The biggest and most time consuming task in running both the new and the old systems is keeping the information in the databases up to date.  Data, usually on magnetic tape, is constantly arriving from suppliers.  This has to be indexed and loaded onto the servers.  Each new database poses its own problems in how best to index it and how to display the records.  Unfortunately, suppliers frequently change their format, so that this is a never-ending task.

The future

The first three years of Mercury are simply first steps towards much more ambitious goals.  We are pleased with the work that we have done so far.  The Carnegie Mellon faculty and students appear to like the Library Information System II.  Searching is fast, text and images appear on the screen very quickly, and the legibility of screen images is impressive.  The overall design choices made early in the project fit well with national developments.  Yet, the success of the first phase also shows us the challenges that lie ahead.  

The work that is currently in progress has four themes: the software releases that are scheduled for 1992, which include full support for images and the Macintosh user interface; building up large collection of documents in both text and image formats; closer integration with other computer systems at Carnegie Mellon; and export of the Mercury architecture to others.  The final item is especially important.  The development of the national or international electronic library is an enormous task to which hundreds of organizations will contribute.  For Mercury to be a useful part of this effort, it must be an open system.  Work is underway on a portable version of the software, for use by other organizations and by departments other than the libraries.

Looking further ahead lies the challenge of scale.  Every year more publications become available in machine readable formats.  By the end of the decade it is safe to believe that electronic versions of most scientific, engineering and medical publications will be available.  Moreover, many items will be published in formats that go beyond paper representations.  If we are not to be swamped by the volume of this information, we need new methods to store and navigate through it.  Three areas are especially important: research that can be applied to the user interface; the representation and storage of documents; and developments in distributed computing.  Computational linguistics is a good example.  The CLARIT project at Carnegie Mellon, under the direction of David A. Evans, has developed tools for automatic indexing and retrieval from huge amounts of text.  These are now ready for deployment and are expected to be part of the next phase of Mercury.

Planning for this second phase of Mercury is just beginning.  However, the strategy is clear, to reach towards the complete electronic library one step at a time, with each step required to pass the true test of acceptance, every day use by the academic community.
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