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The cost of access to research information

Libraries are expensive and research libraries are particularly expensive.  Even in the United States, few people can afford good access to scientific, medical, legal and scholarly information.  Members of major universities have excellent libraries.  So do people who work for teaching hospitals, or for drug companies or for rich law firms.  Others have access to information only through the tedious system of interlibrary lending.  In less affluent countries the situation is worse; even the best universities cannot afford good libraries.  Must access to scientific and professional information always be expensive or is it possible that digital libraries might change this sad situation?
To create digital libraries that are inexpensive for users requires dramatic reductions in the costs of materials and of staff.  Reductions in material costs are made possible by the trend to making materials available with open access on the Internet.  This trend is driven by strong economic forces and seems likely to continue.  The second challenge is to reduce is the cost of staff, which is the largest expense for many libraries.  Automated digital libraries are needed if library services are to be available without charge. Many aspect of automated libraries are a mirage -- always just over the horizon --, but some are surprisingly close or actually with us today. 

Open access publishing

Open access is one of the marvels of the World Wide Web.  Vast collections of high-quality information are available for everybody to use without payment.  Creating and distributing this information is expensive, yet individuals and organizations provide it freely.  What are the incentives that lead people to provide open access to high-quality information?  Is this situation stable for the long-term or is it a temporary phenomenon while the web matures?

As a reference library, the open access web gets better every year.  Information and services that were previously available only at considerable expense are openly available.  Here are some examples.

•
The National Library of Medicine's PubMed service provides medical information openly that formerly required a subscription to Medline [1].

 •
The commercial product Books in Print used to be the only complete list of currently published books.  This information and much more is now provided on the web site of Amazon.com.

•
Many research articles in physics appear first in the ePrint archives at Los Alamos National Laboratory before being published in conventional journals [2].

•
Cornell's Legal Information Institute provides open access to legal information that was previously available only through expensive publications or the online services Westlaw and Lexis [3].

•
Open access search engines, such as Google, coexist with conventional abstracting and indexing services, such as Inspec.

In some of these examples, the open access service is not as good as the fee-based service, but for many users they are genuine substitutes.  And these are just a few examples.  At the end of 1999, about 450 million web pages were openly accessible.  Many are of little value, but many are excellent.  With a web search engine and a little ingenuity a user can find high-quality information about almost any topic, from Texan wildlife to international taxation.

Economic models for open access publishing

The abundance of open access information was not foreseen.  Early digital libraries assumed that restrictions on access were essential for valuable information to be distributed over the Internet [4].  This misunderstanding came from a mindset that the only incentive for creating information is to make money -- royalties to authors and profits for publishers.  According to this school of thought, the early web was a toy; because of its weak access controls only low-grade information would ever be mounted with open access.  A glance at the web today shows that this view was completely wrong.  

Most open-access web sites do not generate revenue.  They are supported by external funding, usually by the producers of the material on them.  This requires a budget.  Somebody has to provide the money. Where are these budgets?  Part of the answer is that any organization with discretionary funds can choose to use part of its budget to maintain an open-access web site.  Many do and many of the sites are excellent.  

A great deal of information has always been openly available.  When the web provides an efficient channel to reach the desired audiences, existing budgets have been transferred from print products to the web.  Marketing and promotion are obvious examples.  Companies advertise their products and services; they supply press releases and annual reports.  Universities mount admissions information and send newsletters to alumni.  Candidates for election promote themselves to the voters.  None of these is new.  The only change is the use of the web.  Government information is another area where open access information is paid for by redeploying existing budgets.

In many other cases, organizations have developed new budgets to publish open access information on the web.  The publication of scientific research is an important example.  Ten years ago, very little scientific research was available free of charge.  Today, huge volumes are online with open access.

Open access is a threat to scientific publishers.  Some publishers are large commercial companies whose first loyalty is to their shareholders and their profits.  Others are scientific societies who rely on surpluses from journal publication.  Both have prospered by selling subscriptions of journals to libraries and see no way to achieve comparable revenues unless they charge for access.  In resisting open access, the publishers have powerful weapons.  They control the most prestigious publications and have enormous economic power.  But these are short-term advantages.  The publishers cannot succeed in the long-term if their strategies do not support their most important customers, the leading authors.  

Scientists have different objectives from the publishers.  Authors of scientific papers receive no royalties from their publications, but their reputations and careers depend on their work being widely known.  Their aim in publishing papers is to disseminate the results of research as broadly as possible.  They benefit from open access.  

Many people consider that these two objectives are irreconcilable.  They foresee a struggle between scientists and publishers, with libraries playing an ambiguous middle role.   Reality is different.  While libraries have continued to subscribe to conventional journals -- both print and online versions --, scientists are going their own way, using discretionary money to place their research online with open access.

Many researchers simply mount their own papers on private web sites, for all to read.  Others use national archives, such as the Los Alamos physics collections and the recently announced PubMed Central from the National Institutes of Health.  Almost every research group has a web site where it posts a broad range of materials, including proposals, reports and papers.  Most of the costs are met through research grants; they are a small proportion of research budgets.  The research groups and the sponsoring agencies consider that the money is well spent because it improves communication among researchers across the world. 

Scientific publication requires skilled professionals, who have to be paid.  In the conventional model, publishers employed these professionals and the money to pay them came from library subscriptions.  In the new economic model, the professionals are likely to be associated with the research.  While individual researchers have modest resources, they belong to organizations that have large budgets and are willing to use them to publish research.  Already, Cornell University is estimated to spend as much on its web sites as the library's total budget for acquisitions.  In my case, I am supported by professionals whose salaries are paid by my research grants, by Cornell University and by sponsoring government agencies, e.g., the National Science Foundation.  

Scientific papers on open access web sites have tended to be less formal than the conventional, peer-reviewed literature, but this is changing.  As the online materials and services get better, a cycle develops.  More people read online materials, which encourages the leading researchers to provide open access to their work.  

As the volume of science available on the web with open grows, the collections of the university library decline in importance.  This is a period of plenty for research universities in the United States (though few will admit it).  They have been able to build their budgets for web publishing while absorbing large increases in journal prices.  The test will come at the next recession.  When universities are faced with the need to trim their budgets, the scientists will use their discretionary funds, which they raise through grants, where they see them as being most valuable.  Many will give priority to publishing their own work on the web, rather than supporting the library's journal budget.  

Automated digital libraries

Big libraries are labor-intensive.  Although salaries are low, staff costs are the largest item in most budgets, typically about half.  The libraries at Harvard employ a thousand people and the Library of Congress more than four thousand.  If professional and research information is to be available more widely, either users must bypass libraries, or libraries will have to employ fewer people.  Over the past thirty five years, libraries have automated routine clerical tasks, such as circulation or filing catalog cards.  Is it possible that, at some future date, computers might assume the skilled tasks that now require professional librarians?

The term "automated digital library" can be used to describe a digital library where all tasks are carried out automatically, including tasks that are traditionally carried out by skilled professionals.  These tasks include selection, cataloguing and indexing, seeking for information, reference services, and so on.  The common theme is that these activities require considerable mental activity, the type of activity that people are skilled at and computers find difficult.

Equivalent library services

Quality of service in automated digital libraries does not come from replicating the procedures of classical librarianship.  Automated libraries are most effective when they provide users with equivalent services but rethink the way that they are delivered.

The contrast between web search engines and conventional library catalogs is illuminating.  Almost everything that is best about a library catalog is done badly by a web search service.  The selection of which materials to index by a web search engine relies on arbitrary considerations, the indexing records are crude at best, authority control is non-existent, and the elimination of duplicates leaves much to be desired.  On the other hand, web search services are strong in ways that catalogs are weak.  While cataloguing is expensive, indexing the web is cheap.  The leading web search engines index several hundred million web pages every month, more than the total number of MARC records that have ever been created.  It is wrong to claim that conventional catalogs or indexes are superior because of their quality control and it is equally wrong to claim that the web search services are superior because of their coverage and currency.  The value to users depends on what the user wants to achieve.

Consider the trade-off between a web search service, such as Google, and Inspec, which is the leading abstracting and indexing service for computing.  Google's restriction to open access web materials is relatively unimportant, since almost every significant result first appears on a web site and only later reaches the printed journals, if ever.  Google is more up to date than Inspec, its coverage is broader and its indexing records are good enough for most users.  Moreover, everything in its indexes is available online with open access.  In computing, substantially the same information is often available from several sources.  Google provides a direct link to an open access version.  Inspec references a formally published version, which is usually printed or online with restricted access.  For many people, Google's broad coverage and convenient links more than compensate for its weaknesses. 

The state-of-the-art

The first serious study of what is here called automated digital libraries was at MIT in the 1960s, under the leadership of J. C. R. Licklider, and discussed in his 1965 book "Libraries of the Future" [5].  At the time that Licklider was writing, early experiments in artificial intelligence showed great promise in imitating human processes with simple algorithms.  He was optimistic that, within thirty years, advanced algorithms in fields such as natural language understanding would enable intellectual processes to be carried out automatically.  In practice, the development of natural language processing has been slower than hoped, with general-purpose software still on the distant horizon.  However, while Licklider and his contemporaries were over-optimistic about the development of sophisticated methods of artificial intelligence, they underestimated how much could be achieved by brute force computing, in which vast amounts of computer power are used with simple algorithms.   

The rate of progress in computing power is described by Moore's Law, that the number of transistors on a semiconductor doubles every eighteen months.  This is roughly equivalent to saying that computing power increases 100-fold in 10 years or 10,000-fold in 20 years.  Few people can appreciate the implications of such dramatic change, but the future of automated digital libraries is likely to depend more on brute force computing than on sophisticated algorithms.  The potential for automated digital libraries lies in the observation that:


Simple algorithms plus immense computing power often outperform human intelligence.

Moore's Law tells us that the computing power will be available. Here are some current examples of how this computing power is being used:

(
Information discovery illustrates the complementary skills of computers and people.  Humans are skilled at reading a few thousand words and extracting complex concepts.  Faced with a billion pages (roughly the size of the web), they are helpless. Computers can index every word in a billion pages and search the indexes for simple patterns almost instantaneously.  The web search services are the state-of-the-art in automated information discovery.  Within each service lie a number of separate processes, each of which is carried our automatically and each of which is constrained by the current state of computing.  To build the indexes, a web crawler must decide which pages to index, eliminate duplicates, create a short index record for each page and add the terms found on the page to its inverted files.  To search the index, the search engine must convert the user's query to a search command, match it against the inverted files, rank the results and return them to the user.  

(
To decide how closely a document matches a query would seem to require human judgment, yet standard methods of information retrieval do remarkably well.  They use the power of computers to match word patterns as a surrogate for the human ability to relate concepts.  As humans, we use our understanding of language to observe that two texts are on similar topics, or to rank how closely documents match a query.  Computers can estimate closeness of match by comparing word frequencies.  One basic method, developed by Gerald Salton at Cornell University about 1970, represents each document as a multi-dimensional vector and uses the angle between their vectors as a measure of the similarity of two documents [6].

(
Evaluating the importance of documents would appear to be another task that requires human understanding, but Google's ranking algorithm does very well entirely automatically [7].  Google ranks web pages by how many other pages link to them.  It gives greater weight to links from higher-ranking pages.  Calculating the ranks requires the algorithm to iterate through a matrix that has as many rows and columns as there are pages on the web, yet with modern computing and considerable ingenuity Google performs this calculation routinely.  As a result, Google is remarkably successful in presenting a user with the most important pages on a topic or a well-respected overview. 

(
The Internet Archive, directed by Brewster Kahle, provides a topical example of an automated digital library.  Each month, a web crawler gathers every open access web page with associated images.  The Internet Archive preserves these files for the future and mounts them on computers for scholarly research today.  Without the automated approach of the Internet Archive many of these materials would already have been lost.  Attempts to catalog and collect web materials using skilled librarians and archivists have floundered on the scale of effort needed to do even a rudimentary job.

(
Citation analysis is a long-standing success story of applying computers to library information.  Inspired by the efforts of Eugene Garfield, the founder of Science Citation Index, there is a long tradition of using citations as bibliographic measures [8].  Hyperlinks are the web's equivalent to citations.  Since they are already in machine-readable form they are amenable to algorithmic analysis.  Google's ranking algorithm can be seen as applying the concepts of citation analysis to the web. Automatic systems are becoming capable of extracting a reference from a document and linking it to the digital object that it references.  Currently, the most fully automated system for reference linking is the SFX system, created by Hebert Van de Sompel and colleagues at the University of Ghent [9].

(
Reference linking is one of the building blocks that are being used to build large-scale automated digital libraries.  ResearchIndex is a digital library of computer science materials, created entirely automatically by Steve Lawrence and colleagues at NEC.  It makes extensive use of citation analysis and reference linking [10].  It downloads papers from the web and parses them to extract citations and the context for the citation.  It provides users with services such as searching the entire text or the citations, listing the references within a paper, following the citation links, or displaying the context in which references appear.

(
There are a number of projects that extract metadata from digital objects automatically.  Perhaps the most remarkable is the Informedia project, led by Howard Wactlar at Carnegie Mellon University [11].  Informedia has the extremely ambitious goal of providing access to segments of video, such as television news, entirely automatically.  Thus it includes algorithms for dividing raw video into discrete items, for generating short summaries, for indexing the sound track using speech recognition, for recognizing faces and for searching using methods of natural language processing.  Each of these methods is a tough research topic and, not surprisingly, Informedia provides only a rough-and-ready service, but overall it is quite effective.  Moreover, many of the weaknesses of Informedia could be overcome by applying huge amounts of computing power.

Reference librarianship

The job of a reference librarian ranges from helping users with the mechanics of using a library to tasks that require deep intellectual understanding.  The ugly term "disintermediation" is used when users perform for themselves tasks that used to be carried out with the help of a librarian.  Could we conceive of an automated digital library that disintermediates all the services that reference librarians now provide?  

In disciplines with complex organization of information, searching for information is a skilled task, but, even in medicine and law, the tools available to the user are sufficiently good that most searches can now be carried out directly by the user.  It seems that automatic tools are steadily reducing the need for reference librarians in these fields.  However, consider a problem once set to a student by Marvin Minsky of MIT.  How would we create a computer system to answer questions such as, "Why was the space station a bad idea?" [12].  For many years, we have had computer systems that can search enormous collections of text for the phrase "space station", or simple variations.  For this purpose, computers out-perform human searching for both speed and accuracy.  But consider the concept "a bad idea".  Even with the most advanced parallel computers, nothing on the horizon approaches human judgment in understanding such subtleties.  

Cost

This article ends as it began, with cost.  When money and time are available in abundance, skilled professionals have no equal.  But they are always in short supply.  Automated digital libraries combined with open access information on the Internet offer to provide the Model T Ford of information.  Nobody would claim that the Model T Ford was a peer to the handcrafted cars of its generation and automated digital libraries cannot approach the personal service available to the faculty of a well-endowed university.  But few people could afford a hand-built car and few people have easy access to a major research library.  The low cost of automated digital libraries is already bringing scientific, scholarly, medical and legal information to new audiences.  

Final thoughts

The inter-relationship between technology and artifacts is well known.  The standard forms of printed material -- such as books, journals and brochures -- are beautifully adapted to the technology of print and paper.  New technology produces new artifacts, such as web sites.

Economic and social practices are also tied to technology.  Publishing, libraries, royalties, subscriptions, even copyright developed their present forms in response to the introduction of printing.  As the technology changes, their future becomes uncertain.  For broad categories of information, open access paid for by the suppliers appears to be the permanent economic model.  Open access publication satisfies a need that was not satisfied by the economic models of the past.

It is no coincidence that, of the examples of automated digital library services listed in this paper, only SFX was developed within a library.  The teams that build automated digital libraries are small, but they are highly skilled. (In March 2000 the Internet Archive had a staff of 7 and Google had 85, of whom half were technical and 14 had Ph. D. degrees in computing.)  Research libraries, as organizations, have great difficulty in developing the technical skills and implementing the revolutionary changes that are needed for automated digital libraries. 
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