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Abstract

In template-based modeling of protein structures, the generation of the alignment between the target and the template is a critical step that significantly affects the accuracy of the final model. This paper proposes an alignment algorithm SSALN that learns substitution matrices and position-specific gap penalties from a database of structurally aligned protein pairs. In addition to the amino acid sequence information, secondary structure and solvent accessibility information of a position are used to derive substitution scores and position-specific gap penalties. In a test set of CASP5 targets, SSALN outperforms sequence alignment methods such as a Smith-Waterman algorithm with BLOSUM50 and PSI_BLAST. SSALN also generates better alignments than PSI_BLAST in the CASP6 test set. LOOPP server prediction based on an SSALN alignment is ranked the best for target T0280_1 in CASP6. SSALN is also compared with several threading methods and sequence alignment methods on the ProSup benchmark. SSALN has the highest alignment accuracy among the methods compared. On the Fischer’s benchmark, SSALN performs better than CLUSTALW and GenTHREADER, and generates more alignments with accuracy > 50%, > 60% or > 70% than FUGUE, but fewer alignments with accuracy > 80% than FUGUE. All the supplemental materials can be found at http://www.cs.cornell.edu/~jianq/research.htm.
Introduction:

With the success of genome sequencing of many organisms, the database of protein sequences has been growing at an exceedingly fast speed. Although significant progress has been made in structural genomics, the growth rate of experimentally determined protein structures falls far behind that of protein sequences. Protein structure prediction with theoretical methods is of both intellectual interest and practical importance. According to CASP, protein targets can be classified into three categories: comparative modeling, fold recognition and new fold\(^1\). In comparative modeling, there exists a template in PDB sharing significant sequence similarity with the target such that it can be identified by sequence alignment methods. In fold recognition, there exists a template in PDB sharing significant structural similarity with the target, but the template cannot be identified by standard sequence-based methods such as PSI_BLAST. A method using structural information is needed to identify the correct template. In new fold (\textit{ab initio}), the protein target possesses a new fold, and it does not share significant structural similarity with existing protein structures. Template-based methods cannot be applied to these targets. Instead, \textit{ab initio} methods have to generate a large number of alternative structures not present in PDB and rank the structures correctly to find the closest structure.

For comparative modeling and fold recognition targets, a prediction model can be built based on the coordinates of the appropriate template. This approach generally involves three steps. In the first step, a search of a database of representative protein structures is performed to identify a good template that is structurally similar to the protein target. In the second step, an alignment between the target and the template is generated that should align structurally equivalent residues together as in the case of a structural alignment. In the third step, a prediction model of the target structure is constructed based on the alignment and the template structure. Although much progress has been made in template-based protein modeling, alignment errors remain a significant hindrance to the modeling accuracy\(^2\). Furthermore, alignment errors
introduced in step two generally can not be corrected in the final modeling step. In principle, the first step and the second step can be combined in one alignment algorithm that attempts to find the best template and generate a good alignment at the same time. However, an algorithm good at the first step may not perform as well in the second step. In the identification of a template we have more flexibility than in seeking the best alignment. It is possible to use multiple scoring tables (e.g. for tertiary structure, secondary structure, sequence similarity, and more), and for each of the corresponding similarity measures to compute a (different) optimal alignment. The overall scores (each is a single number) are summed up to provide the global score for a match with a template structure. The use of multiple plausible optimal alignments and their corresponding scores are not possible to do with a single alignment (when we search for the optimal alignment). Therefore the search for the correct template with multiple alignments is more flexible, and has more opportunities to be optimized. In our experience with the suite of programs LOOPP http://cbsuapps.tc.cornell.edu/loopp.aspx we found that the SSLAN table (described in the present manuscript) has a significant contribution to the overall score (0.48) but could still use considerable help from other measures of similarity such as alignment using threading and exposed surface area. We therefore separate the two steps and focus on the second step in this study. We propose an alignment method that can reproduce the structural alignment with high accuracy given the knowledge of the correct template. *** expand on template selection **

Sequence alignment algorithms are able to generate good alignments when sequence similarity is relatively high. When sequence similarity drops into the twilight zone (less than 30% sequence identity), the problem becomes much harder and the performance of sequence alignment algorithms becomes much worse. Since the goal is to reproduce the structural alignment accurately, inclusion of structural properties should help to achieve a better alignment. There are two types of energies that score the compatibility between a target sequence position and a template structure position: 1) Profile-type score $^5; ^6; ^7$ has the property that the score of
matching a certain sequence position type into a structure position is independent of the type matched into any other position. Standard dynamic programming algorithms such as Smith-Waterman\textsuperscript{8} and Needleman-Wunch\textsuperscript{9} can be used to efficiently generate an optimal alignment based on this kind of score. 2) Pairwise interaction energy\textsuperscript{10, 11}, \textsuperscript{12} does not have this property and an optimal alignment can not be generated efficiently\textsuperscript{13}. Stochastic search methods\textsuperscript{14} or frozen environment approximations\textsuperscript{15} have to be used during alignment generation. Because of this limitation of the second type, we develop a substitution matrix of the first type.

A number of methods have successfully used secondary structure and relative solvent accessibility information to improve the performance of protein fold recognition\textsuperscript{16, 17, 18, 19, 20}. In a benchmark study of several alignment methods, Elofsson has shown that the inclusion of predicted secondary structure information improves the alignment accuracy\textsuperscript{21}. Moreover, a number of studies focused on improving the quality of the alignment separately from template identification\textsuperscript{22, 23}. The present work is in the same spirit as the studies of Zhang and Al-Lazikani. It focuses only on improving the alignment accuracy. In contrast to the previous approaches, no multiple sequence information (or multiple structure alignments) are explicitly used in our study. The accuracy of the alignment could have been increased further if multiple sequence alignment would have been used. Even without the use of profile alignment methods, we demonstrate that the current algorithm is highly accurate compared with leading alignment algorithms.

The essence of our algorithm is an optimized combination of scoring matrices based on information of amino acid type, secondary structure and exposed surface area matches. This is similar in spirit to a number of other approaches that were introduced in the past\textsuperscript{6, 7, 18, 19, 23, 24, 25, 26, 27, 28}. Perhaps the two most important features of the current work are the following. All the score matrices (including the sequence substitution matrices) are learned from structural alignments, based on a single training set. Since our goal here is to be as similar as possible to structural alignments, learning a scoring matrix from a database of structural alignments is expected to be
advantageous compared with methods based on sequence comparisons, such as BLOSUM matrices. The learning of structural alignments is similar to the work of Rice and Eisenberg, although the current work learns from a significantly larger training set and develops more detailed substitution matrices. The same training set is also used to learn structure-dependent gap penalties. While structure-dependent gap penalties were introduced in the past, here we studied the gap penalties in the framework of statistical potential with more detailed description.

In our approach, we develop a substitution scoring matrix with three components: 1) amino acid type substitution matrix; 2) target amino acid type vs. template secondary structure and solvent accessibility matrix; 3) predicted target secondary structure and solvent accessibility vs. template secondary structure and solvent accessibility matrix. A linear combination of these three component matrices is used to score a match of a target sequence position into a template structure position, similar to many other studies.

Insertions and deletions are less likely to happen in the middle of an alpha helix or a beta strand, and occur infrequently in the hydrophobic core. Several groups have developed structure-dependent gap penalties and demonstrated their usefulness in improving alignment accuracy. In this study, we collect statistics of gap occurrences in structural alignments and derive statistics-based gap penalties dependent on the secondary structures and solvent accessibilities around the gap. The gap penalty at a position depends both on the position it is aligned to and on the positions before and after the gap.

We use a Smith-Waterman algorithm with gap opening and gap extension penalties to generate an alignment between a target sequence and a template structure using the scoring matrix and structure-dependent gap penalties mentioned above. We test this alignment algorithm on the Prosup Benchmark, the Fischer benchmark, a set of CASP5 proteins and a set of CASP6 proteins. In this study, we show that this algorithm improves the alignment accuracy and does better in reproducing the structure alignments.
Methods:
I. Definition of structural environments based on secondary structure and solvent accessibility:

We use the program DSSP\textsuperscript{32} to compute the secondary structure and solvent accessibility for each residue of a template structure. DSSP assigns each residue into one of eight secondary structure types: 3\textsubscript{10}-helix (G), alpha-helix (H), pi-helix (I), beta bridge (B), extended beta sheet (E), bend (S), helix-turn (T) and other/loop (L). We combine type B with type E into one type E, and type S with type T into one type S, because they have similar amino acid preferences. The pi-helix type is very rare and has a distinct amino acid preference pattern that is different from all other types. Due to lack of enough statistics for this type, we arbitrarily assign pi-helix type into the type L (other/loop). Thus we classify each residue into 5 secondary structure types according to DSSP: G, H, E, S, L.

Many existing utilize the solvent accessibility information and classify an environment into two types: buried and exposed. However, some residues prefer to be partially buried instead of entirely buried or exposed (see Figure 2-1). Therefore, we classify each residue into 6 types according to its relative solvent accessibility $X$: 0: $X=0$, 1: $0 < X < 5\%$, 2: $5\% \leq X < 15\%$, 3: $15\% \leq X < 30\%$, 4: $30\% \leq X < 50\%$, and 5: $X \geq 50\%$. By combining these 6 types with the above 5 secondary structure types, each template residue is classified into one of 30 structure types according to its DSSP designation.

Several programs are available that successfully predict secondary structure\textsuperscript{33; 34} and relative solvent accessibility for each residue of a protein from its amino acid sequence\textsuperscript{35; 36; 37}. We use the program SABLE\textsuperscript{37} to predict the secondary structure and relative solvent accessibility for each residue of a target sequence. SABLE was rated as having one of the best performances in secondary structure prediction in the recent CASP6 conference. SABLE predicts each residue as one of three secondary structure types: helix (H), strand (E) and other (C), and one of ten solvent accessibility types: 0-
9. We adopt the same secondary structure classification as SABLE, but combine the solvent accessibility types into 4 types: 0: 0, 1: 1, 2: 2-3, 3: 4-9. Combining these three secondary structure types and four solvent accessibility types, each residue of a target protein is classified into one of 12 structure types according to the SABLE prediction.

II. Substitution scoring matrix derived from structural alignments:

Since the goal is to generate an alignment close to the structural alignment between a target sequence and a template structure, we derive our substitution scoring matrix by learning from a database of structurally aligned protein pairs, as done in\(^\text{18}\). We derive substitution scores based on the preference of a sequence position type relative to the structure position type in the template to which it is aligned, rather than the preference of the sequence type of a position relative to the structure type of the same position in the protein’s native structure. Given a position S of the target sequence and a position X of the template structure, we extract information such as amino acid type and SABLE predicted structure type from S, and information such as amino acid type and DSSP-assigned structure type from X and score according to their compatibility. The scoring matrix consists of three component substitution matrices: (1) amino acid type of S vs. DSSP type of X – matrix AD; (2) amino acid type of S vs. amino acid type of X – matrix AA (amino acid substitution matrix); (3) SABLE type of S vs. DSSP type of X – matrix SD.

For each structurally aligned position pair S and X (S from the target sequence, and X from the template structure), let \((A_s, SAs)\) represent the amino acid type and SABLE predicted structure type of S, and \((A_x, D_s)\) represent the amino acid type and DSSP type of X. The three component scoring matrices can be derived as follows:

\[
(1) \quad s(A_s, D_x) = -\log\left(\frac{P(A_s, D_x)}{P(A_s) \times P(D_x)}\right)
\]

\[
(2) \quad s(A_s, A_x) = -\log\left(\frac{P(A_s, A_x)}{P(A_s) \times P(A_x)}\right)
\]
A minus sign is introduced because our program minimizes the alignment score (in the analogy of an energy) instead of maximizing it. The score of a sequence position with types \((A_s, S A_s)\) matching into a structure position with types \((A_x, D_x)\) can then be expressed as \(T = \alpha_1 s(A_s, D_x) + \alpha_2 s(A_s, A_x) + (1-\alpha_1-\alpha_2)s(SA_s, D_x)\). \(\alpha_1\) and \(\alpha_2\) are two parameters that have to be determined empirically. There are only two independent parameters, since they are determined by ranking (i.e. which alignment is better than the rest) and the absolute value of the total score is not important in ranking.

III. Position-dependent gap penalties

Similarly position-dependent gap penalties can be learned from structurally aligned protein pairs. Given a particular environment type \(i\) for a gap, let \(N_{gi}\) be the number of times when a gap is in the environment of type \(i\), \(N_g\) be the total number of occurrences of a gap in any environment type, \(N_i\) be the number of occurrences of environment type \(i\), and \(N_t\) be the total number of occurrences of any environment type. The gap penalty \(g\) can then be derived as follows:

\[
g(i) = -\log \left( \frac{P(i|\text{gap})}{P(i)} \right) = -\log \left( \frac{N_{gi}/N_g}{N_i/N_t} \right)
\]

The \(g\) derived from this formula can have negative values if a gap appears more frequently in a certain environment type than in the background distribution. To make sure that all the gap penalties are positive values (A positive value penalizes an alignment as the program minimizes the alignment score), a constant \(\eta\) is added to all the statistically derived gap scores.

Due to the asymmetry in protein threading, the insertion of a gap in the target sequence has to be treated differently from that in the template structure. When a gap appears in the target sequence, its environment is defined based on the structure
position X that it is aligned to, the last sequence position $S_n$ before the gap, and the first sequence position $S_{n+1}$ after the gap:

Target $S_n$ \((-\_0..j)-(\_0..k)\) $S_{n+1}$

Template $X$

The likelihood of a gap occurring in this environment depends both on the structure type of $X$, and on the predicted structure type of $S_n$ and $S_{n+1}$. Let $D_X$ be the DSSP-assigned structure type of $X$, and $S_{An}$ and $S_{An+1}$ be the SABLE-predicted structure types of $S_n$ and $S_{n+1}$ respectively. The gap penalty in the environment of $(X, S_n, S_{n+1})$ can then be expressed as $\beta_1*(g(D_X)+\eta) + (1-\beta_1)*(g(S_{An}, S_{An+1})+\eta)$.

Similarly when a gap appears in the template structure, its environment is defined based on the sequence position $S$ that it is aligned to, the last structure position $X_n$ before the gap, and the first structure position $X_{n+1}$ after the gap:

Target $S$

Template $X_n$ \((-\_0..j)-(\_0..k)\) $X_{n+1}$

Let $A_s$ be the amino acid type and $S_{As}$ be the SABLE-predicted structure type of $S$, and $D_n$ and $D_{n+1}$ be the DSSP-assigned structure types of $X_n$ and $X_{n+1}$ respectively. The gap penalty in the environment of $(S, X_n, X_{n+1})$ can then be expressed as $\gamma_1*(g(A_s)+\eta) + \gamma_2*(g(S_{As})+\eta) + (1-\gamma_1-\gamma_2)*(g(D_n,D_{n+1})+\eta)$. Because SABLE prediction may contain errors and $S_{As}$ may not reflect the real structure type of position $S$, $g(A_s)$ and $g(S_{As})$ are combined to compensate this problem.

It is well known that the distinction between gap opening penalty and gap extension penalty improves alignment accuracy. Separate statistics are collected for environments of opening gaps and extending gaps, and two separate sets of opening penalties and extension penalties are derived accordingly. Let $g_o$, $g_e$ be the gap penalties computed according to the above scheme based on statistics of opening gaps and extending gaps respectively. The final adopted gap opening penalty is $g_o$ and gap extension penalty is $0.1* g_e$. In other words, the gap extension penalty is on average one tenth of the gap opening penalty (This ratio is used the same as the one
recommended in \(^{38}\), and is not optimized). The parameters \(\beta_1, \gamma_1, \gamma_2\), and \(\eta\) are determined empirically (This is explained in detail in the next section).

IV. The training set

The training set is based on a representative data set developed previously in this group. It contains 1379 protein targets, and each target has a few associated template structures. The CE program\(^{39}\) is used to generate the structural alignment between each target and template structure. Each target-template pair shares significant structural similarity with CE Z score larger than 4.5. The training set is divided into two parts. One set with 690 targets serves as the training set to learn the substitution matrices and the position-dependent gap penalties. The other set with 689 targets serves as the validation set to optimize the parameters, \(\alpha_1, \alpha_2, \beta_1, \gamma_1, \gamma_2\) and \(\eta\). For each sequence-structure pair in the validation set, an alignment is generated with the Smith-Waterman algorithm using the substitution matrices and gap penalties learned from the first set and a sampled choice of the parameters. The metric to be maximized is the total number of correctly aligned pairs compared with the CE structural alignment. The final choice of the parameters is: \(\alpha_1=0.1, \alpha_2=0.55, \beta_1=0.5, \gamma_1=0.1, \gamma_2=0.3\) and \(\eta=1.5\).

Results

I. The substitution matrices and the position-specific gap penalties

All the substitution matrices and position-specific gap penalties are available at [http://www.cs.cornell.edu/~jianq/research.htm](http://www.cs.cornell.edu/~jianq/research.htm). Figure 1 shows the scores of three amino acids vs. DSSP types in matrix AD. Gly is more dependent on secondary structure than solvent accessibility with type S most favored. This is consistent with the high frequency of Gly occurring in turns. Ile, being hydrophobic, has a preference for fully buried environment (type 0), and also favors secondary structure type E (\(\beta\) strand). Tyr also prefers secondary structure type E, and achieves lowest energy in a partially buried environment. Figure 2 plots the scores of SABLE types H0 and E0...
vs. DSSP types in matrix SD. As expected, Both H0 and E0 prefer DSSP solvent accessibility type 0. H0 favors DSSP secondary structure type H and disfavors secondary structure type E, while E0 favors DSSP secondary structure type E and disfavors secondary structure type H.

Figure 3 plots the scores of DSSP type-dependent gap opening penalties $g_o(D_x)$. A gap aligned to a buried structure position gets a higher penalty than that aligned to a more exposed position for all five secondary structure types. Secondary structure types G and S are most favored positions to be aligned to a gap while H and E are disfavored positions as expected. Interestingly, secondary structure type E is even less favored than type H for the same solvent accessibility type. This means that a structure position in a $\beta$-strand is less likely to be deleted than a position in an $\alpha$-helix. All the gap penalty scores are larger than –1. With a default setting of $\eta=1.5$, all penalty scores become positive after addition of $\eta$.

For gap penalties $g(SA_n, SA_{n+1})$ and $g(D_n, D_{n+1})$, the number of solvent accessibility types for one position is decreased to two to allow enough statistics for each type. In $g(D_n, D_{n+1})$, type 0 has a relative solvent accessibility $X < 15\%$ and type 1 has $X >= 15\%$. In $g(SA_n, SA_{n+1})$, type 0 corresponds to SABLE prediction type 0 and type 1 corresponds to SABLE prediction 1-9. Figure 4 plots gap penalties $g(SA_n, SA_{n+1})$ for secondary structure types E and C. As expected, a gap inserted in the middle of a $\beta$-strand (between two E positions) gets a higher penalty than at the boundary of a $\beta$-strand (between a E position and a C position). A gap inserted in the loop region (between two C positions) gets the lowest penalty. In addition, a gap inserted into a buried region (E0, E0) gets a higher penalty than that into an exposed region (E1, E1).

II. The CASP5 test set

This test set consists of 31 protein targets from CASP5 and up to ten templates for each target. These 31 CASP5 targets represent all the targets with the PDB code names available that we are able to find at least a template with CE Z score of at least
4.5. No domain divisions are attempted and the complete chains of the targets are used in the test set. Since the training set was developed before the CASP5 competition, no CASP5 target is present in the training set. Each template shares significant structural similarity with its target with a CE Z score of at least 4.5. There are 117 target-template pairs in total in the test set. The complete information of the targets and templates in this test set can be found at http://www.cs.cornell.edu/~jianq/research.htm. Three measures are used to evaluate the accuracy of the predicted alignments with respect to the CE structural alignments: 1) \( N_c \): the total number of position pairs that are aligned identically between the predicted alignments and the structural alignments (number of correctly aligned positions); 2) \( Q \): the average fraction of correctly aligned positions divided by the length of the CE structural alignment; 3) \( S \): the average shift of positions in the aligned region.

Table 1 compares the performance of our method with PSI_BLAST\(^40\) and SW_BLOSUM50. SW_BLOSUM50 implements a Smith-Waterman algorithm using Blosum50\(^29\) and gap opening penalty of 10 and gap extension penalty of 1. PSI_BLAST was performed first against the NonRedundant database (NR) for five iterations to generate the position-specific scoring matrix (PSSM), and then against the templates in the CASP5 test set for one iteration to generate the alignments. In all three measures, our method is significantly better than both PSI_BLAST and SW_Blosum50 with a 47% improvement over PSI_BLAST and a 96% improvement over SW_Blosum50 in \( N_c \), and a 48% improvement over PSI_BLAST and an 89% improvement over Blosum50 in \( Q \).

To identify the contributions from component matrices and from the position-specific gap penalties, results are also computed for the substitution matrix AA, and the matrices AA\(+\)AD (no SABLE predictions), with the position-specific gap penalties and with a constant gap opening penalty of 1.5 and a constant gap extension penalty of 0.15. The structurally derived amino acid substitution matrix AA with constant gap penalties performs better than Blosum50, 11% improvement in both \( N_c \)
and Q. This demonstrates the usefulness of generating an amino acid substitution matrix based on structural alignments as observed in 41. The current complete method (with all three matrices) performs much better than the matrices AA and AD only (no SABLE predictions). This indicates that the matrix SD possesses important information not captured by the other two matrices. The inclusion of matrix SD is especially useful at lowering the average shift from around 18 to around 6. By comparing the results of position-specific gap penalties with those of constant gap penalties, we find that the position-specific gap penalties are more useful when the matrix SD is not included, and only improves the performance slightly (2% in both Nc and Q) when all three matrices are used.

Figure 5 plots the fraction measure Q of SSALN, PSI_BLAST and SW_Blosum50 versus the percent sequence identity between the target and the template. All three methods perform better when sequence identity are high, with comparable performances in the region over 30% sequence identity. When sequence identity drops below 30%, SSALN and PSI_BLAST perform much better than SW_Blosum50. SSALN is also better than PSI_BLAST throughout this region and the improvement is more dramatic when sequence identity is below 20%. In quite a few cases, SSALN manages to generate reasonable alignments when sequence identity is low, while the other two methods fail to do so.

III. The ProSup Benchmark

This benchmark42 contains 127 protein pairs with significant structural similarity but with sequence identity of no more than 30%. The structural alignments of the protein pairs are generated with the program ProSup43. The alignment accuracy is evaluated based on four metrics: 1) $T_c$: total number of correctly aligned residue pairs; 2) $T_m$: total number of missed residue pairs – number of residues in the template structures that are aligned in the structural alignments but not in the predicted alignments; 3) $T_i$: total number of incorrectly aligned residue pairs – number of residues in the template structures that are aligned in the predicted alignments but not
in the structural alignments; 4) $\sigma_0$: the average percentage of correctly aligned residues divided by the length of the structural alignment per protein pair.

Table 2 compares the performance of SSALN with several methods in Domingues et al.\textsuperscript{42}. SSALN has the highest $T_c$ and $\sigma_0$ and the lowest $T_m$ and $T_i$ among all the methods. In particular, SSALN shows a 20% improvement over the best threading method $T_c$ (9256 vs. 7692) and a 21% improvement over the best threading method $\sigma_0$ (58.3% vs. 48.0%). Table 3 compares SSALN with PSI_BLAST\textsuperscript{40}, STROMA\textsuperscript{44} and another threading method SPARKS\textsuperscript{6} based on the $\sigma_0$ metric. SSALN is slightly better than SPARKS (the one with the incorporation of the single-body knowledge-based structure-derived score), and significantly better than the other methods. The correct alignments in the ProSup benchmark are derived from the structure comparison program ProSup, an independent program different from the CE program that is used to generate the training set. The evaluation of SSALN with an independent structural alignment program suggests that the performance improvement of SSALN is not sensitive to the structural alignment algorithm used.

IV. The Fischer’s Benchmark
This benchmark\textsuperscript{45} contains 68 protein pairs with significant structural similarity. Figure 6 compares the alignment accuracy of SSALN with methods CLUSTALW, FUGUE and GenTHREADER. The alignment accuracy is measured as the average fraction of correctly aligned positions divided by the length of the reference structural alignment. The alignments generated by the program COMPARER\textsuperscript{46} are used as the reference as done in FUGUE\textsuperscript{19}. SSALN has a higher number of alignments above all the five accuracy thresholds than both CLUSTALW and GenTHREADER. It performs better than FUGUE above the $> 70\%$ (20 over 14), $> 60\%$ (24 over 22) and $> 50\%$ (34 over 27) thresholds, the same as FUGUE above the $> 90\%$ threshold (3 in both cases), but worse above the $> 80\%$ threshold (7 compared with 10 in FUGUE). Some proteins in the Fischer’s benchmark are present in the training set of SSALN.
To eliminate the effect of learning from the test set, a new training set is developed by removing protein pairs with either protein present in the Fischer set. This new training set has 1300 protein targets compared with 1379 in the original training set. SSALN (NoFischer) follows the same procedure as SSALN, but learns all the substitution matrices, gap penalties and parameters from this new training set. SSALN (NoFischer) gets very similar substitution matrices and gap penalties and the same optimal set of parameters compared with SSALN. Consequently, SSALN (NoFischer) has almost the same results as SSALN on the Fischer’s benchmark, except that it has 6 alignments with accuracy higher than the > 80% threshold compared with 7 in the case of SSALN. This shows that the training set has enough statistics and the method is stable with regard to changes in the training set. Although all the training procedures are based on the CE structural alignments, SSALN is able to achieve good performance with an independent structural alignment method COMPARER.

V. The CASP6 test set

The CASP6 test set consists of 51 CASP6 targets with one suitable template for each target. We define a suitable template as a protein template that has a CE Z score of greater than 4.5, or a CE Z score of greater than 3.5 and RMSD of less than 3.5, when aligned against the target. The 51 targets in the CASP6 set are all the targets that we are able to find a suitable template. Among the 51 CASP6 targets, the LOOPP server (http://ser-loopp.tc.cornell.edu/cbsu/loopp.htm) is able to identify a suitable template for 30 targets. We call this 30-target subset the LOOPP_CASP6 set. The complete chains of all targets are considered with no attempts of domain division. The alignment accuracy is measured as the fraction of correctness -- the fraction of correctly aligned positions divided by the length of the CE structural alignment. When correctly aligned positions are defined as the positions that are aligned identically in both the predicted alignment and the reference structural alignment, the metric of fraction of correctness is called $Q_0$. We can also relax the standard of correctness by
allowing a shift of at most 4. When correctly aligned positions are defined as the positions aligned with at most a difference of 4 between the predicted alignment and the reference alignment, the metric is called $Q_4$.

Figure 7A and 7B show the alignment accuracy $Q_0$ vs. percent sequence identity of the protein pairs in the CASP6 set and in the LO OPP_CASP6 set for SSALN and PSI_BLAST. The PSI_BLAST alignments are generated similarly as in the CASP5 test. SSALN performs better than PSI_BLAST especially in the region of low sequence identity (<20%). For the CASP6 test set, the average $Q_0$ of SSALN is 63.4%, a 26% improvement over that of PSI_BLAST (50.1%). For the LO OPP_CASP6 test set, the average $Q_0$ of SSALN is 74.4%, a 14% improvement over that of PSI_BLAST (65.0%). When the more relaxed metric $Q_4$ is considered, SSALN displays a more dramatic improvement. For the CASP6 test set, the average $Q_4$ is for 82.9% for SSALN, compared with 56.2% for PSI_BLAST. For the LO OPP_CASP6 test set, the average $Q_4$ is for 89.1% for SSALN, compared with 70.8% for PSI_BLAST. This improvement can also be seen in Figure 7C and 7D, which show the alignment accuracy $Q_4$ vs. percent sequence identity of the protein pairs in the CASP6 and LO OPP_CASP6 set. Except for two protein targets in the CASP6 set, SSALN is able to generate an alignment with a $Q_4$ of greater than 50% for every other protein. PSI_BLAST, on the other hand, fails to do so for many targets in the low sequence identity region. It is especially promising that SSALN is able to align the majority of a protein approximately right (an error of at most 4 position difference) for most proteins.

VI. Prediction of CASP6 target T0280_1

In the recently completed CASP6, LO OPP server (http://ser-loopp.tc.cornell.edu/cbsu/loopp.htm) has the best prediction for domain T0280_1 according to the metrics GDT_TS, EQV4_0 and AL0 (http://predictioncenter2.llnl.gov/casp/casp6/public/cgi-bin/results.cgi). After identification of a suitable template, LO OPP server uses SSALN to generate the
alignment between the template and the target. The program MODELLER\(^3;47\) is then used to generate the final model based on this alignment. T0280\_1 is a Comparative Modeling target. The template used by LOOPO 1I5E\_A can be identified by PSI\_BLAST with an E value of 2e-028. However, PSI\_BLAST fails to generate an accurate alignment between the target and the template. Its alignment has a Q value of 41% and an average shift of 16 residues with respect to the CE structural alignment (Q and shift have the same definition as in the CASP5 test set). SSALN, on the other hand, is able to generate a much better alignment with a Q score of 73% and an average shift of 0.8 residues. T0280 has two domains, with a second domain inserted into the middle of the first domain and this second domain is not present in the template. Figure 8 shows the CE structural alignment between T0280 and 1I5E\_A. There is a long gap region in 1I5E\_A corresponding to the insertion of the second domain in T0280. SSALN successfully predicts the majority of this gap region and aligns both segments of the first domain (residues 5-52, and 115-179) accurately with the template. PSI\_BLAST fails to predict the existence of this gap region. It aligns the region 115-179 correctly, but shifts the region 5-52 by an average of 43 residues. Figure 9A and 9B show the overlap of target T0280 with the MODELLER generated model based on our alignment and the model based on PSI\_BLAST alignment respectively. Our predicted model has an rmsd of 1.9Å in domain 1 region, while the PSI\_BLAST-based model has an rmsd of 8.1Å in the same region.

Conclusion and Discussion

In template-based modeling of protein structures, the generation of an accurate alignment between a target and its template is a critical step that affects the quality of the final model greatly. Although sequence alignment algorithms can generate accurate alignments when the sequence similarity between the target and the template is high, it still remains an open problem how to reliably produce an accurate alignment when the sequence similarity is low. Here we present a method that performs significantly better than sequence-based methods in all our test sets. We
derive component substitution matrices and position-specific gap penalties based on
statistics of structurally aligned protein pairs. The component matrices and gap
penalties take into account the amino acid type, secondary structure and solvent
accessible area of a position in the scoring. These substitution matrices and gap
penalties are then combined linearly with the weights selected as the choice that
optimizes the total number of correctly aligned positions in a validation set. In the
CASP5 targets-based test set, our method is more than 40% better than sequence-
based methods. In an analysis of the contribution from the components, we find that
inclusion of the substitution matrix SD (SABLE predicted secondary structure and
solvent accessibility of a target position vs DSSP assigned secondary structure and
solvent accessibility of a template position) plays an important role in the
performance improvement. In particular, it helps to lower the average shift from 18
residues to 6 residues. Our method also generates better alignments than PSI_BLAST
for the CASP6 test set. In the benchmark set ProSup, our method is better than
sequence-based methods, and the threading algorithms that we have tested, SPARKS
and the threading method in 42. In the Fischer’s benchmark, our method performs
better than CLUSTALW and GenTHREADER, and performs better than FUGUE for
the accuracy thresholds > 50%, > 60% and > 70%, but worse than FUGUE for the
>80% accuracy threshold.

It has been shown that the evolutionary information present in sequence
profiles help to generate better alignments, and profile-profile alignment algorithms
have been reported to perform even better than sequence-profile methods such as
PSI_BLAST38; 48; 49. In this study of the CASP5 test set, PSI_BLAST also performs
better than the Smith-Waterman algorithm with Blosum50 matrix. For the templates,
we have not only the sequence profile information available, but also the structural
profile information based on multiple structural alignments of structural families. In
both FUGUE and 3D-PSSM, amino acid types at equivalent structural positions are
retrieved to generate a structural profile based on a multiple structural alignment of
the template. This structural profile is then aligned against a sequence profile from a
multiple sequence alignment of the target sequence with dynamic programming\textsuperscript{19};\textsuperscript{20}. SSALN did not directly use the profile information in the alignment algorithm. One direction to improve SSALN is to generate sequence profile of the target, and sequence and structure profiles of the template, and develop position-specific scoring matrices depending on amino acid type, secondary structure and solvent accessibility probability distributions of the two positions being aligned.
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Table 1. The Alignment Accuracy of the CASP5 test set

<table>
<thead>
<tr>
<th>Method</th>
<th>Nc</th>
<th>Q(%)</th>
<th>Shift</th>
</tr>
</thead>
<tbody>
<tr>
<td>SW_Blosum50</td>
<td>5315</td>
<td>27.1</td>
<td>23.0</td>
</tr>
<tr>
<td>PSI_BLAST</td>
<td>7096</td>
<td>34.7</td>
<td>12.1</td>
</tr>
<tr>
<td>SSALN</td>
<td>10416 (10169)</td>
<td>51.3 (50.3)</td>
<td>6.5 (5.9)</td>
</tr>
<tr>
<td>Matrix AA</td>
<td>6554 (5922)</td>
<td>33.3 (30.0)</td>
<td>18.8 (20.6)</td>
</tr>
<tr>
<td>Matrix AA+AD</td>
<td>7178 (6540)</td>
<td>36.3 (32.7)</td>
<td>18.3 (18.9)</td>
</tr>
</tbody>
</table>

SW_Blosum50: Smith-Waterman algorithm with Blosum50 matrix, and a gap opening penalty of 10 and a gap extension penalty of 1.

SSALN: This study with all three component substitution matrices AA, AD and SD.

Matrix AA: The amino acid type substitution matrix in SSALN.

Matrix AA+AD: The SSALN method without the matrix SD.

The numbers before the parentheses are the results with the position-specific gap penalties developed in this study, and the numbers in the parentheses are the results of the corresponding methods with a constant gap opening penalty of 1.5, and a constant gap extension penalty of 0.15.
Table 2. Alignment accuracy results on the ProSup benchmark

<table>
<thead>
<tr>
<th>Method</th>
<th>Tc</th>
<th>Tm</th>
<th>Ti</th>
<th>σ0</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSALN&lt;sup&gt;a&lt;/sup&gt;</td>
<td>9256</td>
<td>1115</td>
<td>7245</td>
<td>58.3</td>
</tr>
<tr>
<td>Threading&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>7692</td>
<td>1291</td>
<td>8914</td>
<td>48.0</td>
</tr>
<tr>
<td>Local</td>
<td>7567</td>
<td>1665</td>
<td>7956</td>
<td>47.5</td>
</tr>
<tr>
<td>Double gap</td>
<td>7511</td>
<td>1690</td>
<td>7949</td>
<td>47.7</td>
</tr>
<tr>
<td>Sequence&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>5717</td>
<td>1848</td>
<td>8926</td>
<td>34.0</td>
</tr>
<tr>
<td>Local</td>
<td>5719</td>
<td>2390</td>
<td>8148</td>
<td>34.1</td>
</tr>
<tr>
<td>Double gap</td>
<td>5699</td>
<td>2392</td>
<td>8144</td>
<td>34.1</td>
</tr>
<tr>
<td>FASTA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5340</td>
<td>3003</td>
<td>7452</td>
<td>31.4</td>
</tr>
</tbody>
</table>

<sup>a</sup> This study.

<sup>b</sup> Results from Domingues et. al<sup>42</sup>.

---

Table 3. Fraction of Correctly Aligned Residues for ProSup benchmark

<table>
<thead>
<tr>
<th>Method</th>
<th>Sequence&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Threading&lt;sup&gt;a&lt;/sup&gt;</th>
<th>PSI_BLAST&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Stroma&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SPARKS&lt;sup&gt;c&lt;/sup&gt;</th>
<th>SSALN&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ0(%)</td>
<td>34.1</td>
<td>48.0</td>
<td>35.6</td>
<td>36.1</td>
<td>57.2(51.4)</td>
<td>58.3</td>
</tr>
</tbody>
</table>

<sup>a</sup> Results from Domingues et. al<sup>42</sup>.

<sup>b</sup> Results from<sup>6</sup>.

<sup>c</sup> Results from Zhou et. al<sup>6</sup>. The number in parentheses is the result of SPARKS without the single-body structure-derived score.

<sup>d</sup> This study.
Figure 1. The score of an amino acid as a function of exposed surface (DSSP type – 0 is the most buried) and secondary structure types (e.g. H – helix, E – extended chain).

Figure 2. The score of an amino acid as a function of exposed surface (DSSP type – 0 is the most buried) and secondary structure types (e.g. H – helix, E – extended chain).
Figure 3. The DSSP type-dependent gap opening penalties $g_o(D_x)$

Figure 4. SABLE type-dependent gap penalty scores $g(SA_n, SA_{n+1})$

Figure 3. gap penalties as a function of exposed surface area. See text for more details.

Figure 4. gap penalty as a function of secondary structure types. See text for more details.
Figure 5. The fraction of correctly aligned residues (Q) is plotted against the percent sequence identity between the target and the template for methods SW_BLOSUM50, PSI_BLAST and SSALN (this study). All three methods have a better performance with a higher percent sequence identity. SSALN is notably better than the other two methods in the low sequence similarity region.
Figure 6. Alignment accuracy comparison between SSALN and three other methods, CLUSTALW, FUGUE, and GenTHREADER on the Fischer’s 68-pair benchmark. Number of alignments above five different accuracy thresholds (> 50% ~ > 90 %) is plotted. FUGUE (NoEnv) is the same as FUGUE except that it uses an environment-independent substitution table. SSALN (NoFischer) is the same as SSALN except that proteins present in the Fischer’s benchmark are removed from the training set. The results of CLUSTALW and FUGUE are taken from$^{19}$ and that of GenTHREADER is taken from$^{50}$.
Figure 7A. The alignment accuracy $Q_0$ versus sequence identity of the protein pairs in the CASP6 test set
Figure 7B. The alignment accuracy $Q_0$ of CASP6 targets that LO OPP successfully identified the templates
Figure 7C. The alignment accuracy $Q_4$ versus sequence identity of the protein pairs in the CASP6 test set.
Figure 7D. The alignment accuracy $Q_4$ of CASP6 targets that LOOPP successfully identified the templates.
Figure 8. The CE alignment between the CASP6 target T0280 and its template used in LOOPP, 1I5E_A. The bars between the two sequences indicate the positions aligned in the alignment generated by SSALN. T0280 contains two domains, T0280_1: 5-52, 115-179; T0280_2: 53-103. Domain 1 is present in 1I5E_A, but domain 2 is not, as evidenced by the long gap region in 1I5E_A in the CE alignment.

```
T0280:  5 DRHHGALLQALAPLGLGE-----------------------AEVILGLFAGGVVADEWARRLG3ELDWL
      |                                   |                                    |\\\\\
1I5E_A: 32 LVDEVATLM9FTTITR-DLPLEEVS18TPV3KAR5KVLG5VIPLRA6I8GW3LKLFAAVVHI
T0280:  54 VRKVAPGNERHFLGADV666G61VMF5YALRYADQSYLFLFAR5G9VLRK5A5YRRR5RP5K5A5K5G5O5V
      \\\\\\                                      |                                    |                                    |
1I5E_A: 101 GLYRD--PQLKEVWYYK---------------------------------------------L6536V5EHDF
T0280:  124 VLVDSVATGASMEALSVVFQEG8R5RVVAVPVA58EE5ERV5LARA---EVVLS5VEQ
      |                                                   |                                    |                                    |\\\\\
1I5E_A: 128 I1V6H5L5T666AVVIDAK5RSHK5KL5K5L55CL5IA5545K5AV5E55555556655I5Y5I5A5L5503
```
Figure 9. A) The superposition between T0280_1 and the corresponding region in a model generated with MODELLER based on SSALN alignment. The rmsd is 1.9 Å in this region. B) The superposition between T0280_1 and the corresponding region in a model generated with MODELLER based on PSI_BLAST alignment. The rmsd is 8.1 Å in this region. In both figures, the yellow and red colors represent the regions of residues 5-52 and residues 115-179 in T0280, respectively. The blue and green colors represent the regions of residues 5-52 and residues 115-179 in the MODELLER-generated models, respectively. The PSI_BLAST based model has the region of 5-52 predicted completely wrong due to the erroneous alignment in this region.
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