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Teaser: The well-known and hard limit on timescales in biological simulations (restricted to nanoseconds) is slowly falling apart, as recent and continuous developments in theory suggest.

Summary:
The outstanding challenges in computer simulations of biological macromolecules are related to their complexity. Part of the complexity revealed in biological systems is of physical size. Enumerating atoms from a few in small signal molecules to millions of particles in biological complexes is an obvious example of biological hierarchy. Another aspect is the extremely broad range of time scales of life-science processes (many orders of magnitude), which adds another dimension of complexity. These extended timescales are observed even for a single biomolecular process and are the focus of the present review.

While the basic time step of atomically detailed simulations is about a femtosecond, it is not difficult to find molecular processes in biology that span more than ten orders of magnitude of relevant times, making the straightforward simulations of these events very difficult. Consider for example the R to T transition in hemoglobin. The complete conformational change occurs in tens of microseconds. However, there is more than one time scale in the system. Considerable activity occurs on a range of time scales before the final event (heme relaxation – picoseconds, tertiary relaxation – nanoseconds, ligand escape from the protein matrix and rebinding – hundreds of nanoseconds, etc.).

In the last few years the time scale problem was examined from a number of different directions. Rather than focusing on a selected subset of techniques, this review is meant to give a comprehensive picture of the methodologies that are out there so the interested reader can dig in more deeply (following the references). The ideas discussed include the coarser description of protein molecules (the example used is of elastic networks), smoothing protocols to accelerate dynamics, identification of reaction paths, optimization of actions, simulation of rare (but fast) events, simulations of diffusive processes by milestoning, and the use of massively distributed computing.

Introduction
Atomically detailed simulations of biological macromolecules added significantly to our understanding of biological processes. We better understand the driving forces for conformational transitions, and for energetic and thermodynamic binding. We use atomically detailed simulations to interpolate between independent experimental observations and create a single unifying picture of biological processes. Nevertheless, significant challenges in atomically detailed simulations of kinetics of biological molecules remain. It all boils down to the fundamental integration time step in molecular dynamics simulations, which is about a femtosecond. To reach a time scale of tens of
microseconds (typical of the R to T transition in hemoglobin) $10^{10}$ steps are required. This number of steps is beyond what can be modeled today on readily accessible computers.

The time step of about a femtosecond is necessary in order to maintain the stability of the integration. Considerable efforts were devoted to analyze the basic algorithm and to make this step larger. Many insightful observations on the numerical properties of the algorithm were obtained, and numerous improvements have been proposed [1-3]. The increases of the time step for the integration of the Newton’s equations of motion were however small (a factor of several) and did not change the time scale reachable by simulations in a fundamental way.

**Elastic models**

The first approach extending the accessible timescales that we consider is modeling proteins by elastic networks. A possible realization of the elastic network model is described in a paper by Xu et al. [4]: A connectivity matrix (called $\Gamma$) is built for the $C_\alpha$ coordinates of the protein molecule. The connectivity matrix is different from zero for adjacent alpha carbons and is zero otherwise. More specifically

$$
\Gamma_{ij} = \begin{cases} 
-1 \cdot H_{ij} & \text{if } i \neq j \\
\sum_{i \neq j} H_{ij} & \text{if } i = j 
\end{cases}
$$

$$
H_{ij} = \begin{cases} 
1 & \text{if } R_{ij} \leq r_c \\
0 & \text{if } R_{ij} > r_c
\end{cases}
$$

The cutoff distance $(r_c)$ was 7Å regardless of the existence (or non-existence) of covalent connectivity between the $C_\alpha$-s. The connectivity matrix is used in harmonic analysis of protein fluctuations (every contact is translated into a spring) with a single unknown parameter, the spring force constant. The single parameter is fitted to experimental data.

This amazingly simple model for protein fluctuations in the neighborhood of their native state originated by Tirion [5]. Erman, Bahar, and Jernigan exploited this idea in considerably more depth in a series of papers starting from 1997 [6]. They demonstrate remarkable success in reproducing experimentally measured fluctuations (B factors). The recent paper about the conformational transition in hemoglobin mentioned above [4] extends the elastic description of proteins to multi-state systems, attempting to interpolate between the R and T conformations using elastic analysis at the two minima. This analysis suggests a clear path for studying large-scale and slow processes. Another interesting application of material-level description of biological macromolecules was given in [7] in which a rotating flagella used for bacteria propulsion was modeled using a “quantized elastic deformation model.” The combination of coarse-grained description of the protein chain and harmonic analysis is especially intriguing. The effective energy of the coarse-grained model is more likely to be harmonic compared to atomically detailed models that experience significant local roughness. The atomic roughness is translated to multiple minima [8] and barriers that cannot be described within the harmonic model. In the same sense that linear elasticity works well for highly complex microscopic material, here an elastic model that captures the overall shape and mass density of the molecule is able to reproduce well the low frequency fluctuations.
Smoothing protocols
Another intriguing idea on how to accelerate molecular dynamics simulation is to change the potential to allow faster exploration of configuration space, and at the same time to accurately describe thermodynamic and kinetic properties. Potential smoothing to assist simulations goes way back to the diffusion transform of Scheraga [9] aiming at global optimization and to the extensive set of tools proposed by Straub [10,11] and Shalloway [12] for energy minimization.
Computations of thermodynamic properties with distorted potentials are now routinely done using the language of umbrella sampling [13] and generalized ensembles (see for instance [14-16]). In approaches for thermodynamic sampling biasing the potential is a useful paradigm to approach the most effective sampling – that of free diffusion, and then correcting for the potential distortion to obtain the exact result.
Applications of potential smoothing to kinetics are less trivial since the interpretation must rely on stronger assumptions. The basic idea is to reduce barrier heights separating alternative minima and accelerate the dynamics of barrier crossing (figure 1).
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Barrier reduction is achieved (at least partially) by increasing the energy of the minimum for which more information is available. Since the theory of activated processes is well developed it is possible to estimate what the effect of the smoothing on the transition time is likely to be [17]. In an activated process the rate is modified exponentially such that the new time scale \( t_{\text{new}} \) is given by \( t_{\text{new}} = t_{\text{old}} \exp\left(\frac{\Delta}{kT}\right) \). Clearly, if the change in the barrier height, \( \Delta \), is negative a significant reduction in simulation time can be obtained. An adjustment of the results back to the exact result can be done using statistical arguments based on (for example) the transition state theory. The pioneering studies in this regard of Voter (hyperdynamics [18]) and Grubmüller (conformational flooding [17]) come to mind. A recent paper that further enhances this idea was published recently by Hamelberg, Mongan, and McCammon [19]. In this paper the expensive computation of the second derivative matrix, estimating the well curvature, was avoided. In summary, the smoothing approach is very effective in exploring alternative conformations. Once the trajectory gets stuck in a particular minimum, raising the energy of the minimum enables the escape of the system from the local trap, and accelerates sampling of rare events. The modeling of the kinetic relies on the assumption that the process is a series of stochastically independent hopping events. If the process is diffusive or the separation of time scales between vibrations within a minimum and hopping between minima is not so clear other approaches may be more appropriate.

Reaction paths
Considerable renewed interest focuses on a popular approach in chemical physics and its application to biophysical processes, namely calculations of reaction paths and order parameters. An attempt is made to describe the sequence of events along a one-dimensional reaction coordinate without an explicit reference to time. The hope is that once a sequence of events in space is established a variety of procedures can use this
spatial guideline to estimate the true kinetics of the system by using (for example) statistical assumptions of how the system will propagate along this coordinate. Of particular interest are the global path search methods that are especially appropriate for complex systems with many minima and barriers. These techniques avoid the calculations of Hessians and use information on both reactants and products to increase stability. Notable are the NEB methodology [20], its recent numerical enhancement by Chu, Trout and Brooks [21], and the elegant string method [22]. These techniques are significant improvements over the earlier boundary value approaches to compute reaction paths that were conceptualized by Pratt [23] and developed by Elber et al. [24-27]. Considerable room for improvement still exists in the global optimization of the functionals that define the paths. Nevertheless, the rigorous formulation is attractive, and is advantageous compared to the numerous heuristics that are used in the field (such as the targeted molecular dynamics), for which no guaranteed features of the path are available. Also of considerable interest is the formulation of Vanden Eijnden that takes into account the thermal volume of the trajectories to compute the reaction coordinate. While reaction path formulation taking into account the temperature of the system were proposed in the past (Berkowitz, Morgan, McCammon and Northrup [28], Elber and Shalloway [29], Huo and Straub [30]), the recently proposed solution is particularly elegant and relies on a numerically generated ensemble of paths—a more consistent approach compared to previous studies.

** Computing trajectories by optimization of actions **

The idea to simulate classical dynamics of biological systems with optimization of actions (instead of solving the Newton’s equation of motion) has been promoted in the Elber’s group for the last few years [31,32]. In this approach an initial (discrete) guess of the trajectory is used to start a minimization process of a classical action (figure 2).
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The global approach to the calculation of the trajectory adds significantly to the numerical stability of the solution and enables the use of much larger steps. The resulting algorithm provides approximate but much longer time trajectories. Passerone, Ceccarelli, and Parrinello introduced interesting enhancements to the action optimization protocol [33]. Recent applications to complex systems include the simulation of the folding of Cytochrome c [34] and the folding of a helical peptide [35]. Similarly to the calculation of reaction coordinates, these trajectories provide a sequence of events (e.g. the N and the C helices fold before the 60 helix in Cytochrome c), while the actual time scale of the process is hard to come by due to the approximate nature of the trajectories. Further enhancements of this approach by multi-grid methods and the use of these trajectories to define milestones (see below) are likely to enable atomically detailed simulations for long time diffusive (low barrier) processes.

** Simulation of rare and fast events **

An important class of slow processes is events that occur very quickly but only infrequently. Sampling these trajectories is difficult (since they are rare), but once they
are initiated they are easy to compute since they last for only a short period. A brainchild of Dellago, Boluis, Csajka and Chandler [36,37], the transition path sampling gained in popularity in the last few years, and is a technique of sampling rare trajectories and estimating their statistical weight. The beauty of the technique is that a reaction coordinate is not needed, only a definition of the basin of attraction of a reactant and a product. Perhaps the secret of success of the transition pathway sampling is that the method avoids the need to simulate the considerable waiting time that the system spends in the basin of the reactant, a time that is required to build the correct phase for the hopping event. A recent intriguing application is the study of the last phase of beta hairpin folding by Bulhois [38]. Also of interest is the breakdown of an enzymatic reaction to a sequence of activated processes (studied by the transition sampling approaches) by Schlick [39].

**Milestoning**

If the process does not have a single dominant barrier (like in the initial phase of protein folding – chain collapse [34]) then the approaches discussed above are not appropriate. Milestoning is a recent theoretical advance that is specifically aimed at diffusive long time processes [40]. This approach uses “milestones” along a reaction coordinate to guide the simulation process. For example, a rotation of a one torsion angle (of many torsions) to a desired value can be considered a milestone in protein folding. The complete folding process is decomposed into a sequence of transitions between milestones. Instead of computing the whole trajectory in one chunk the trajectory is broken into segments and the dynamics of each segment (from one milestone to the next) is computed independently (can be done in parallel). The fragmentation implies statistical independence, which is an essential assumption of the computing protocol.
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The validity of the assumption can be controlled by the proper choice of the milestones. Significant saving in human time is obtained due to parallelization [40] and the diffusive nature of the processes that we considered. Eric Vanden Eijnden showed us the following “saving” argument: The diffusion time is roughly proportional to $L^2$ where $L$ is the length of the path. Dividing the path into $N$ segments of length $L/N$ each ($N - 1$ milestones) means that the simulation time of all segments will be $L^2/N$ -- a significant saving. The promise of the milestoning approach is its straightforward application to corrugate energy surfaces that are difficult to address with other approaches. Previously mentioned techniques require clear transition states and (or) separation of timescales. Bulhois and co-workers put forward a related approach that assumes a pure Markovian behavior [41].

**Massively distributed computing**

The use of grid computing, hundreds of thousands of computing nodes, to study protein folding was pioneered by Pande who already carried out a number of important and extremely difficult calculations [42-46]. This unique resource that provides hundreds to thousands times more computing power than what we typically find in a typical computing laboratory enables straightforward studies at domains we had not thought
possible before. Of course, a larger number of computers do not necessarily mean long
time trajectories since time steps are made in sequential manner and are difficult to
parallelize. The clever parallelization implemented by Pande relies on exponential
kinetics. Pande is running a large number of independent trajectories. If a single time
scale dominates the process (which is the prime assumption) observing a few short-time
reactive trajectories is possible (the probability is low but not zero), and further
interpolation to determine the rate can be made. An impressive set of small peptides have
been folded to date, suggesting grid computing to be one of the most useful tools around
for the study of activated processes in a straightforward (almost assumption-free) manner.

In summary, numerous approaches to long-time simulations were briefly discussed.
While significant advances are expected along many of these lines, an interesting
direction in the future will be to combine some of these techniques. We anticipate that the
simulations of sub-millisecond phenomena will become more accessible in the next few
years and simulations of microsecond processes routine.
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Figure legends

1. A schematic drawing of a smoothing of an energy surface. The drawing presents an increase in the energy value of the relevant minimum without affecting the barrier height.

2. A schematic drawing of the action optimization approach on a two-dimensional energy surface. The two end points (R and P) are fixed and a trajectory interpolating the two end points is computed (shown by thick line) by optimizing the intermediate structures to give a stationary classical action. The action is a function of all the intermediate structures $X_i$, and the small arrows denote directions of minimization.

3. A schematic drawing of a reaction coordinate on a two-dimensional energy surface and sequential planes perpendicular to it (representing the milestones). Also shown is a trajectory (thick line) that starts at the second slice from the right (denoted by $i$) and terminates at the third slice from the right. Trajectories initiated at each of the milestones are used to estimate the first passage time distribution between the milestones. These distributions are used in modeling the overall transition time.
Figure 3.
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A new interesting direction for elastic networks. It is attempted to interpolate between quadratic basins of elastic networks to estimate directions of transitional events. While such interpolations were used in the past with harmonic analysis of atomic models, the extension and success of drastically simplified models is intriguing.


An amusing application of continuum/elastic description of a system that is going beyond typical molecular scales


The above two papers propose an "umbrella-sampling" like procedure for simulations of kinetics, in which sampling of transitional events is artificially enhanced and then corrected to the physical value using statistical theory.


An elegant and efficient implementation of a reaction path algorithm applicable for highly corrugated systems


This study presents approximate atomically detailed molecular dynamics trajectories for a highly complex folding process with significant success in reproducing the orders of events in protein folding.


A most impressive application of the transition path sampling approach to the folding of a model peptide (beta hairpin)


* The above two papers (40 & 41) suggest a novel and interesting way to deal with corrugated surfaces with many but relatively small barriers that lead to long time diffusion processes. An example for a study appropriate for the above approach is a first step in protein folding that includes chain collapse to the molten globule state.

An impressive and computationally expensive study of the role of waters in protein folding using ten of thousands of independent trajectories on the author's unique computational resource


