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Abstract

Protocols which track message stability are an important part of reliable multicast protocols in fault-tolerant distributed systems. To reliably deliver multicast messages in a process group, each process maintains copies of all messages it sends and receives. If a member fails to receive a message, any process which has the message in its buffer can retransmit it. In order to prevent these buffers from growing out of bound, stability tracking protocols must be used. That is, whenever a process learns that a message has been received by everyone, it declares this message stable and releases it from the buffer.

We investigate several message stability tracking protocols commonly used in a number of popular reliable multicast protocols with a focus on their performance in large scale settings with thousands of participants. To improve the scalability of these protocols significantly, we derive a set of new protocols using a spanning tree structure which scale to at least tens of thousands of participants.
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1 Introduction

Group communication has been used in many applications in fault-tolerant distributed systems, such as brokerage and trading systems, replicated database systems and replicated file systems. Informally, reliable multicast in a group requires that all correct processes deliver the same set of messages, and that this set include all messages multicast by correct processes, and no spurious messages [15].

Protocols which track message stability are an important part of reliable multicast protocols. To deliver multicast messages reliably in a process group, each process maintains in a buffer copies of all messages it sends and receives. In the case where a member fails to receive a message, any process which has a copy of the message can retransmit it. Stability tracking protocols must be used to prevent these buffers from growing out of bound. That is, whenever a process learns that a message in its buffer has been received by everyone, it declares this message stable and releases it from the buffer.

The concept of message stability has been used in more traditional areas such as distributed database management and parallel computing. In distributed database systems, partial failures of transactions can lead to inconsistent results. Therefore, termination of a transaction that updates distributed data has to be coordinated among its participants. In the atomic commit protocols [3], a process can not commit a transaction until everybody else has agreed to commit. This is similar to message stability protocols in which all processes must deliver a message if any does so.

In parallel computing, barrier synchronization [17] requires that all processes execute the barrier construct before any process can proceed past it to the next statement. Every process has to know if all other processes have reached the barrier before it can proceed again. This is also an agreement problem just like message stability and atomic commit.

With the expansion of the Internet and the advent of ubiquitous, world-wide distributed systems, reliable multicast protocols will be used in large-scale settings involving thousands of participants. For example, distribution of consistent routing information to thousands of routers of the multicast backbone (MBone) of the Internet will use reliable multicast; management of thousands of computers in a corporate intranet has already made use of reliable multicast. It is time to examine the commonly used basic stability protocols with a focus on their performance in large-scale settings involving thousands of participants. To overcome the scaling limitations associated with the existing protocols, we derive a set of new protocols using hierarchical struc-
tures with the ability to handle tens of thousands of participants.

In this paper, we start in Section 2 with the basic assumptions and performance indices. In Section 3 we describe the basic message stability protocols commonly used in existing distributed systems. We then derive a set of structured stability protocols by introducing a spanning tree in Section 4. We use extensive simulation to compare all the protocols in Section 5. Section 6 discusses the triggering mechanism for stability detection protocols and Section 7 concludes the paper.

2 The basic assumptions and performance indices

The protocol that collects message stability and distributes this information to every group member is called a message stability tracking protocol, or stability protocol for short. Such protocols are implemented as an integral part of reliable multicast protocols in many distributed systems [2, 4, 5, 7, 10, 19]. We study three representative protocols dubbed CoordP, FullDist and Train.

2.1 The basic assumptions

To compare these stability protocols, we assume that the underlying communication layer offers FIFO delivery and that group membership remains constant. We also make the following assumptions, because our focus is on the performance of stability tracking, not of reliable multicast or group membership protocols$^1$.

- The process group size is $n$ and members of the group are numbered 1 through $n$.
- Any member can be a sender and every member has to be a receiver. Each message is assigned a sequence number by its sender, and therefore each message is uniquely identified by the pair (sender ID, sequence number).
- Each sequence number occupies 4 bytes. (The sequence number space is between 0 and $2^{32}$, which is big enough for most applications).
- A multicast message is always sent to the entire group, and therefore a sender also receives a multicast message from itself.

$^1$In this paper we assume a static membership. It is beyond the scope of this paper to show that these message stability protocols can be made fault-tolerant in the case of message loss or process failure.
• A routing architecture similar to IP multicast [8] is used.

2.2 Performance indices

We define five indices that can be used to characterize the performance of stability protocols. To measure message complexity, we use total number of messages on all hops in the system. To measure time complexity, we use round-trip time and message rounds. Round-trip time is defined as the time it takes for one execution of the protocol to complete. Message rounds are used to describe the protocols. Since not every round takes the same amount of time, number of message rounds is not a good time complexity index. To measure the distribution of processing load among members, we use number of messages processed and maximum queue size over all processes. Number of messages processed is the sum of the number of messages sent and received by each member. Maximum queue size measures how large a buffer needs to be at a process to handle all the incoming messages. The total number of messages, round-trip time and maximum queue size can be affected by the underlying network environment, whereas the other two indices can be determined without information about the network. Therefore, we analyze number of message rounds and number of messages processed first and then compare the other three indices in the simulation section.

3 The basic protocols

3.1 CoordP

CoordP is a centralized protocol run by one of the members of the group, designated as the coordinator. Each member $i$ maintains an $n$-element array $R_i$ where its $j$-th element $R_i[j]$ is the sequence number of the last FIFO message received by member $i$ from member $j$. Three types of messages are used in this protocol: the START message is of size 1 byte$^2$, the ACK and INFO messages are of size $4n$ bytes. There are three rounds as shown in Figure 1:

• **Round 1**: The coordinator multicasts a START message in the group;

• **Round 2**: After receiving the START message, each member $i$ sends its array $R_i$ to the coordinator as an ACK message by point-to-point links;

---

$^2$In implementation of protocols, one field in message header normally designates the message type. The message body for a START message is empty. In the analysis of protocols, message headers are not considered. Hence the START message size is set to 1 byte. In our simulation, a START message only has a header.
• **Round 3:** After collecting sequence number arrays from all the members, the coordinator calculates \( R = \text{ArrayMin}_{i} \{ R_i \} \), where \( R[j] = \text{min}(R_1[j], R_2[j], \ldots, R_n[j]) \). The array \( R \) is then multicast in the group as an INFO message. Based on the received \( R \), any member in the group can label a message received from member \( s \) as stable if the message sequence number \( P_s \leq R[s] \).

![Figure 1: Rounds of protocol CoordP](image)

In this protocol, there are 2 multicasts by the coordinator and \( n-1 \) point-to-point messages from the non-coordinators. The coordinator sends 1 START and 1 INFO multicast, it receives 1 START, 1 INFO, and \( n-1 \) ACKs. Therefore, the total number of messages processed by the coordinator is \( n + 3 \), of which 2 messages are sent and \( n + 1 \) are received. The multicast is counted as a message sent and received by the coordinator. A non-coordinator sends 1 point-to-point ACK message, receives 1 START and 1 INFO messages. The total number of messages processed by a non-coordinator is 3, of which 1 is sent and 2 are received.

In the Tandem global update protocol [5] and the Amoeba total ordering protocol [10] [12], a particular version of **CoordP** is employed as their stability tracking algorithm. In both systems, there is a sequencer (or a coordinator) which assigns the global sequence number to each data message. Other members only need to send a 4-byte field — the last consecutive sequence number to the sequencer. After receiving these numbers, the sequencer calculates their minimum and announces the sequence number of the last stable message in the group.

### 3.2 FullDist

**FullDist** is a fully distributed protocol in the sense that every member periodically multicasts its information about message stability in the entire group. In **FullDist**, each member keeps a stability matrix \( M \) of size \( n \times n \), where \( M[i,j] \) stores the sequence number of the last message that is sent by member \( j \) and has been received by member \( i \). The \( i \)-th row of the matrix at member \( i \) stores the last sequence numbers of messages that have been received by
member \( i \) from all the members of the group. The minimum of the \( j \)-th column, represents the last sequence number whose corresponding message is sent by the \( j \)-th member and has been received by every member. Messages sent from member \( j \) with this sequence number or lower are stable by definition. This protocol only uses one type of 4\( n \)-byte INFO messages. Periodically, each member multicasts its row of its stability matrix \( M \) in the group. For the purpose of measuring round-trip time for the simulation in Section 5, we introduce two rounds in \textbf{FullDist} as illustrated in Figure 2:

- **Round 1**: The first member multicasts the first row of its matrix \( M \) via an INFO message. No significance is attached to the choice of the first member.

- **Round 2**: After receiving the INFO message, the \( i \)-th member multicasts the \( i \)-th row of its stability matrix \( M \) via an INFO message. Every member replaces the \( i \)-th row of its matrix with the received row information from member \( i \).

![Figure 2: Rounds of protocol \textbf{FullDist}](image)

As every member maintains its own stability matrix and determines whether or not any data messages in the system are stable, \textbf{FullDist} is decentralized without any coordinator. This protocol includes \( n \) multicast INFO messages. Every member sends 1 INFO multicast and receives \( n \) INFO messages. Hence, the total number of messages processed by each member is \( n + 1 \).

The \textbf{Horus/Ensemble} [9, 19] system implements a set of stability protocols in separate layers so users can pick the appropriate one for their application. \textbf{FullDist} is one of the stability protocols offered by \textbf{Horus/Ensemble}.
3.3 Train

Train is a decentralized linear protocol in the sense that a fixed size “train” is passed around group members to spread the message stability information. In the Train protocol, each member $i$ keeps a sequence number array $R_i$ of size $n$. There is a cyclic order among group members $1, 2, \ldots, n$. A “train” with a fixed size of $4n$ bytes passes through all the members in this cyclic order. Member 1 starts the protocol by putting its stability array on the train. When the “train” arrives at any other member, this member gets the array $S$ from the “train”, calculates the minimum of $S$ and its own stability array using ArrayMin, then puts the result back in the “train”. After one circulation, the first member gets back in the “train” the minimum of stability arrays of all the members, since the “train” has visited every member once. The “train” containing this minimum array then passes around the group in the circle again. In this second round, every member takes this minimum array and marks stable messages accordingly.

The two types of messages used by the Train protocol are the $4n$-byte ACK and INFO messages. The first member starts the protocol by assigning $S_1 = R_1$, then sending a point-to-point ACK message containing $S_1$ to the second member. Upon receiving this ACK, the second member calculates $S_2 = \text{ArrayMin}(S_1, R_2)$, and sends $S_2$ to the third member via an ACK. In general, after receiving an ACK message containing $S_{i-1}$, member $i$ calculates $S_i = \text{ArrayMin}(S_{i-1}, R_i)$, and sends $S_i$ on an ACK message to member $i + 1$. After an ACK message from member $n$ arrives at the first member, that is, after the ACK finishes circulating one round in the group, the first member starts passing $S_n$ in the same circle in an INFO message. At this point, $S_n = \text{ArrayMin}_{\{i\}} R_i$, that is, $S_n$ contains the sequence numbers for the last stable messages sent from each member. The Train protocol is shown in Figure 3.

![Diagram of the Train protocol](image)

Round 1 to $n$: ACK  
Round $n + 1$ to $2n$: INFO

Figure 3: Rounds of protocol Train

In this protocol, the ACK message needs to circulate the group once, and so does the INFO
message. Hence, \(2n\) rounds are required. Each member sends out and also receives 1 ACK and 1 INFO message. The total number of messages processed by each member is 4, out of which 2 are sent and 2 are received.

In the Train [6], Pinwheel [7] and Totem [14] protocols, the Train protocol is used to offer message stability tracking.

4 The structured protocols

Later in this section, we will show that the three basic protocols have their limitation in scalability. The most obvious way to improve scalability is to use hierarchy. Tree structures have been used in reliable multicast protocols in distributed systems [9, 14] and barrier synchronization algorithms [13] in parallel systems. To improve scalability significantly, we derive two structured stability tracking protocols by adding a spanning tree structure to the basic protocols. They are dubbed S_CoordP and S_Train since they are derived from CoordP and Train respectively. As we will see later, S_FullDist would be equivalent to S_CoordP.

To describe the structured protocols, we use the same assumptions made in Section 2. We also assume the group with \(n\) members is organized into a complete tree with height \(p\) and fixed degree \(b\) at all levels. The root of the tree is the first member. The size of the group can be expressed by tree parameters \(b\) and \(p\) as \(n = 1 + b + b^2 + \cdots + b^p = \frac{b^{p+1} - 1}{b - 1}\). The sibling members under the same parent constitute a subgroup of size \(b\). In the following description, a node is identified by a pair \((d,e)\), where \(d\) is its depth and \(e\) is its location on level \(d\) of the tree. On level \(d\), the left most node is labeled as 1 and the right most node is labeled as \(b^d\). Hence \(d\) ranges from 0 to \(p\) and \(e\) ranges from 1 to \(b^d\). Each node \((d,e)\) also has a global number \(q = 1 + b + b^2 + \cdots + b^{d-1} + e\).

4.1 S_CoordP

We derive S_CoordP from CoordP by employing a hierarchical structure. We assign the root to be the coordinator. Each member \((d,e)\) maintains an array \(R_{(d,e)}\) of size \(n\), where its \(j\)-th element \(R_{(d,e)[j]}\) stores the sequence number of the last message received from member \(j\). Three types of messages are used: a 1-byte START message, and 4\(n\)-byte ACK and INFO messages. The protocol has \(p + 2\) rounds as illustrated in Figure 4:

- **Round 1:** The root starts the protocol by multicasting a START message.
• **Round 2:** After receiving START, each leaf member sets $S_{(p,e)} = R_{(p,e)}$ and sends a point-to-point ACK message containing $S_{(p,e)}$ to its parent with node number $(p - 1, l(e))$ where $l(e) = \text{ceiling}(e/b)$.

• **Round 3 to $p+1$:** (The tree height is $p$, hence $p - 1$ rounds are needed for the ACKs from the next to bottom level to reach the root). Upon receiving $S_{(d+1,e)}$ from all its children, an internal member $(d, c)$ (that is, a member that is neither the root nor a leaf) sets $S_{(d,c)} = \text{ArrayMin}(R_{(d,c)}, S_{(d+1,e)})$ over $e = (c - 1)b + 1, (c - 1)b + 2, \ldots, cb$. It then sends $S_{(d,c)}$ to its parent.

• **Round $p+2$:** With all the $S_{(1,e)}$’s collected from its children, the root sets $S_{(0,1)} = \text{ArrayMin}(R_{(0,1)}, S_{(1,e)})$ over $e = 1, 2, \ldots, b$. Then it multicasts an INFO message containing $S_{(0,1)}$. After receiving $S_{(0,1)}$, a member can label any message from member $s$ stable if it has a sequence number $P_s \leq S_{(0,1)}[s]$.

![Diagram](image.png)

**Figure 4:** Rounds of protocol **S_CoordP**

In this protocol, there is 1 multicast of START, 1 multicast of INFO from the coordinator located at the root and $n - 1$ point-to-point ACK messages from other members. The root sends 1 START and 1 INFO multicast, while it receives 1 START, 1 INFO and $b$ ACKs. Hence, the number of messages processed by the root is $b + 4$, out of which 2 are sent and $b + 2$ are received. An internal member sends 1 point-to-point ACK message, and receives 1 START, 1 INFO and $b$ ACK messages. Therefore the number of messages processed is $b + 3$, out of which 1 is sent and $b + 2$ are received. A leaf member sends 1 point-to-point ACK message, receives 1 START and 1 INFO message. The number of messages processed is 3, out of which 1 is outgoing and 2 are incoming.

By adding a tree structure to **FullDist**, we end up with a protocol where each member multicasts its array of sequence numbers in its subgroup and each member collects information from its children before it multicasts the combined information in its own subgroup. But this
multicast is redundant — a member only needs to report its sequence number array to its parent in order for the information to propagate to the top of the tree. By changing the redundant multicast into a point-to-point message to its parent, we end up with protocol **S_CoordP**.

### 4.2 S_Train

Adding a tree structure to **Train** results in **S_Train**. We assign the root to be the coordinator. There is a cyclic order 1, 2, ..., b among members of each subgroup. Each member \((d, e)\) maintains a sequence number array \(R_{(d,e)}\) of size \(n\), where its \(j\)-th element \(R_{(d,e)}[j]\) stores the sequence number of the last message received from member \(j\). The size of every ACK1, ACK2 and INFO message is 4n bytes. As in Figure 5, \(pb + 2\) rounds are needed.

- **Round 1**: The root starts the protocol by multicasting a 1-byte START message.
- **Round 2**: After receiving START, the first member \((p, e)\) of each leaf group sets \(S_{(p,e)} = R_{(p,e)}\) where \(e = 1, b+1, 2b+1, \ldots, (p-1)b+1\), and sends a point-to-point ACK1 message containing \(S_{(p,e)}\) to the second member of the same leaf subgroup.
- **Round 3 to \(b+2\)**: Upon receiving ACK1 from its sibling \((p, e+i-1)\), member \((p, e+i)\) with \((0 < i < b)\) sets \(S_{(p,e+i)} = \text{Min}(R_{(p,e+i)}, S_{(p,e+i-1)})\), then member \((p, e+i)\) sends \(S_{(p,e+i)}\) on an ACK1 message to member \((p, e+i+1)\). Whereas member \((p, e + b - 1)\) sends \(S_{(p,e+b-1)}\) on an ACK2 message to its parent member \((p-1, l(e + b - 1))\).
- **Round \(b+3\) to \(bp+1\)**: (Each level requires \(b\) rounds to pass all its information to its parent node, hence a total of \(bp\) rounds is required for all the ACKs to reach the root). After collecting the START and ACK2 from its \(b\)-th child, the first member \((d, e)\) in an internal subgroup, where \(e = 1, b+1, 2b+1, \ldots, (d-1)b+1\), sets \(S_{(d,e)} = \text{ArrayMin}(R_{(d,e)}, S_{(d+1,e)b}))\), and then sends \(S_{(d,e)}\) to the second member \((d, e+1)\) of the same subgroup via an ACK1 message. After receiving ACK2 from its \(b\)-th child, and ACK1 containing \(S_{(d,e+i-1)}\) from its sibling \((d, e+i-1)\), a member \((d, e+i)\) with \((0 < i < b)\) sets \(S_{(d,e+i)} = \text{ArrayMin}(R_{(d,e+i)}, S_{(d,e+i-1)}, S_{(d+1,(e+i)b)})\), and then member \((d, e + i)\) sends \(S_{(d,e+i)}\) via an ACK1 message to its sibling \((d, e+i+1)\), whereas member \((d, e + b - 1)\) sends \(S_{(d,e+b-1)}\) via an ACK2 message to its parent \((d-1, l(e + b - 1))\).
- **Round \(bp+2\)**: After the root receives an ACK2 message from its \(b\)-th child \((1,b)\), it sets \(S_{(0,1)} = \text{Min}(R_{(0,1)}, S_{(1,b)})\), then multicasts an INFO message containing \(S_{(0,1)}\) in the entire
group. After receiving $S_{(0, 1)}$, a member can label any message from member $s$ stable if it has a sequence number $P_s \leq S_{(0, 1)}[s]$.

![Figure 5: Rounds of protocol S_Train](image)

### 4.3 Comparison of the five protocols

Indices for time complexity (number of message rounds) and processor load (number of messages processed) for the five protocols are summarized in Tables 1 and 2. The processing load is reduced to $O(1)$ at every node in both structured protocols. This indicates that message implosion is completely eliminated, therefore we expect a better scalability from the structured protocols.

*S_CoordP* increases the number of rounds to $O(\log n)$ from $O(1)$ of the basic protocols CoordP and FullDist. One might argue that it takes longer for the structured protocol S_CoordP to complete than its corresponding basic protocols. However, if the tree in the structured protocols is built according to the physical layout of the nodes on the network, a message from a leaf to the root needs to go through $p$ hops in any case, and the latency is not increased, but rather decreased because of elimination of implosion.

*S_Train* reduces the number of rounds to $O(\log n)$ from $O(n)$ of the basic protocol Train, while keeping the processing load unchanged at each member. In S_Train, the tree structure
<table>
<thead>
<tr>
<th></th>
<th>CoordP</th>
<th>FullDist</th>
<th>Train</th>
<th>S_CoordP</th>
<th>S_Train</th>
</tr>
</thead>
<tbody>
<tr>
<td># rounds</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>$O(n)$</td>
<td>$O(\log n)$</td>
<td>$O(\log n)$</td>
</tr>
<tr>
<td># msgs processed</td>
<td>$O(n)$ (coord)</td>
<td>$O(n)$</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
</tr>
</tbody>
</table>

Table 2: Complexity of protocols

is used to help passing the arrays of sequence numbers up to the root concurrently, therefore effectively reducing the latency of the protocol.

5 Analysis by simulation

In Sections 3 and 4, we have calculated the number of rounds and the number of messages processed by each member for the basic and structured protocols. Comparisons are made for these protocols without considering the importance of the network environment. The total number of messages on all hops in the system and round-trip time can only be measured in a given network environment. The main purpose of our simulation is to measure these indices in a number of network topologies.

5.1 The underlying network

One of the settings in which stability protocols are used is a clustered environment where thousands of machines are connected via LANs in a small geographic span, like on a campus. We have conducted our simulation in this environment. We simulate the stability protocols in a single group of multicast servers running on distinct processors in a point-to-point network.

We use the ns [12] simulator to explore the behavior of these protocols. In our simulation, each link is bi-directional and each direction has a bandwidth of 100 Mbps (Fast Ethernet, FDDI and ATM can achieve this bandwidth). The time a message spends on the wire to travel one link is $t_0 = u/v$, where $u$ is the message size in bytes and $v$ is the bandwidth. Message propagation delay on a LAN is in the order of microseconds, therefore negligible. The time a message spends in a router is 1 millisecond\(^3\). The time needed for a host to send message in microseconds follows the formula $t_s(u) = 100 + 2(94 + 35u/4000 + 50u/1000) + 50 = 338 + 47u/400$ [1, 11]. The time needed for a host to receive a message is normally about 10% higher than the sending time since

\(^3\)Typical value for router processing time is 1 to 10 milliseconds with today's technology.
<table>
<thead>
<tr>
<th>$z$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b = 2$</td>
<td>47</td>
<td>63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b = 3$</td>
<td>202</td>
<td>283</td>
<td>364</td>
<td></td>
</tr>
<tr>
<td>$b = 4$</td>
<td>597</td>
<td>853</td>
<td>1109</td>
<td>1365</td>
</tr>
</tbody>
</table>

Table 3: Group Size (height $p = 5$)

interrupts need to be handled to receive a message [1]. Therefore, we set $t_r(u) = 1.1 \times t_s(u)$. We set the header size of each message to $h = 32$ bytes which is enough for most transport protocols [1, 18].

A real network can have a chain, star, or tree topology. The tree structure is a generalization of both a chain and a star. In general, the structure of clustered machines in a LAN setting is a tree, so is the structure of a group with a large number of members spanning large geographic areas on the Internet. Therefore, as the underlying network used in our simulation, we pick a $b$-ary tree with height $p = 5$ that is complete up to level $p - 1$. The degree $z$ of the nodes at level $p - 1$ varies from 1 to $b$. In a clustered environment, 5 is a reasonable height for the tree. A child node is connected to its parent via a bi-directional link. There is one group member on each node of the tree. A leaf node serves only as a host, whereas a root or an internal node serves both as a host and as a router. For a large group size $n$, the probability that a particular node in a random labeled tree has a degree of at most four approaches 0.98 [16], therefore we construct trees with fixed degrees of 2 to 4. Table 3 lists the sample tree structure and the corresponding group size $n$ used in the simulation which can be calculated by

$$n(b, p, z) = 1 + b + b^2 + \cdots + b^{p-1} + zb^{p-1} = \frac{b^p - 1}{b-1} + zb^{p-1}.$$

5.2 Complexity indices

To measure message complexity, we use the total number of messages on all hops in the network. A point-to-point message is counted $w$ times if it travels $w$ hops to get to its destination. A multicast message is counted as the total number of hops the original message and its copies travel in the network to reach all the destinations.

One index to measure processing load is maximum queue size over all the processes which indicates how large the buffer needs to be to hold messages used in a certain protocol.
A more accurate index to measure time complexity is *round-trip time* which is defined as the time for one execution of the protocol.

Our simulation is designed to satisfy all the assumptions in Section 2. IP multicast is provided by the ns [12] simulator. We simulate the sending of a data message to \( n - 1 \) group members as sending point-to-point messages along the multicast spanning tree which coincides with the underlying tree network. Alternatively, this could be done by sending \( n - 1 \) point-to-point messages. We choose the former method because IP multicast is becoming commonplace.

### 5.3 Analytical results

#### 5.3.1 Total number of messages on all hops in the system

Given the tree structure of the underlying network, analytical results can be derived for the total number of messages on all hops. In the following section, when a tree is used in the analysis of the three basic protocols, it is the underlying tree network; when a tree is used in the two structured protocols, it is both the underlying network and the tree structure employed by the protocols. In real applications, these two trees do not necessarily coincide with each other. We make this assumption here to simplify the analysis and the simulation. In the future we plan to conduct more simulation without this assumption.

In **CoordP**, every node other than the root sends an ACK message to the root. An ACK message originated from depth \( k \) needs to travel \( k \) hops to reach the root, hence it is counted as \( k \) messages. There are \( b^k \) nodes with depth \( k \), so there are \( k b^k \) messages originated from level \( k \). There are \( z b^{p-1} \) nodes with depth \( p \), so there are \( p z b^{p-1} \) messages originating from the bottom level. The total number of ACKs in **CoordP** is therefore

\[
F_a = \sum_{k=0}^{p-1} (k b^k) + p z b^{p-1} = \frac{b - b^p}{(1 - b)^2} - \frac{(p - 1) p b^p}{1 - b} + p z b^{p-1}.
\]

The multicast of the START and INFO messages each counts for \( n - 1 \) messages in the system, therefore, the total number of messages on all hops is \( F_a + 2n - 2 \).

In **S_CoordP**, each ACK message only travels one hop to the parent of the originator, hence there are \( n - 1 \) ACK messages on all the hops and the total number of messages is \( 3n - 3 \).

Each member in **FullDist** multicasts an INFO message in the group, which turns out to be \( n - 1 \) messages on all hops. Since there are \( n \) members, the total number of messages on all hops is \( n(n - 1) \).
<table>
<thead>
<tr>
<th>Protocol</th>
<th>START</th>
<th>ACK</th>
<th>INFO</th>
<th>Total (exact)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoordP</td>
<td>$n-1$</td>
<td>$F_a$</td>
<td>$n-1$</td>
<td>$F_a + 2n - 2$</td>
<td>$O(n \log n)$</td>
</tr>
<tr>
<td>S_CoordP</td>
<td>$n-1$</td>
<td>$n-1$</td>
<td>$n-1$</td>
<td>$3(n-1)$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>FullDist</td>
<td>0</td>
<td>0</td>
<td>$n(n-1)$</td>
<td>$n(n-1)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>S_CoordP</td>
<td>$n-1$</td>
<td>$n-1$</td>
<td>$n-1$</td>
<td>$3(n-1)$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Train</td>
<td>1</td>
<td>$F_d - 1$</td>
<td>$F_d$</td>
<td>$2F_d$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>S_Train</td>
<td>$n-1$</td>
<td>$F_g$</td>
<td>$n-1$</td>
<td>$F_g + 2n - 2$</td>
<td>$O(n)$</td>
</tr>
</tbody>
</table>

Table 4: Total number of messages on all hops in the system

In **Train**, the number of hops as a message traverses the tree from node 1 to 2, ..., to $n$, then back to node 1 is

$$F_d = 2 \left( \frac{b^2(b^{p-1} - 1)}{(b-1)^2} - \frac{b(p - 1)}{b-1} - \frac{(p-1)(p-2)}{2} \right) + \left( 2 + 2z b^{p-1} + \frac{2b(b^{p-1} - 1)}{b-1} - 2p \right).$$

Messages travel around the circle twice, therefore, the total number of messages on all hops is $2F_d$. (Note that the root node is numbered as member 1. The nodes with depth $k$ are numbered from left to right starting from $1 + b + b^2 + \cdots + b^{k-1} + 1$, when $k$ is odd, and numbered from right to left when $k$ is even.)

In **S_Train**, the number of ACKs generated from one subgroup is $2(b - 1) + 1$ and since there are total of $\sum_{k=1}^{p-1} b^k$ subgroups above the bottom level, there are $b^{p-1}$ subgroups at the bottom level and each group generates $2(z - 1) + 1$ ACKs, the number of ACKs is

$$F_g = [2(b - 1) + 1] \sum_{k=0}^{p-2} b^k + [2(z - 1) + 1] b^{p-1} = \frac{(2b - 1)(b^{p-1} - 1)}{b-1} + (2z - 1)b^{p-1}.$$  

And the total number of messages on all hops is $F_g + 2n - 2$.

The results for each protocol are presented in Table 4 and Figures 6 and 7. These results have also been verified by our simulation. The structured protocols reduce the total number of messages on all hops from their respective basic protocols by at least a factor of $\log n$. We expect better scalability and round-trip time from the structured protocols based on this information.
5.4 Simulation results

5.4.1 Maximum queue size over all the nodes in the system

The maximum queue size recorded during the simulation is reported in this section. This number is an indicator of processing load at each node. This index is different from the total number of messages processed by a node, since the maximum queue size reflects how many messages are accumulated at each node at any moment.

Figure 8 shows that out of the three basic protocols, FullDist has the largest value for maximum queue size, followed by CoordP, both of which are increasing with the group size, while the number for Train stays flat at 1. For any internal node in protocol CoordP, the ACK messages from all of its descendants need to go through it to reach the root. Therefore their maximum queue size increases with \( n \). The number for FullDist also increases with \( n \) simply because of the increased number of messages in the system. The number for Train stays at 1 since each node only needs to handle 2 messages.

The maximum queue size stays constant at 1 in both structured protocols which is the result of the number of messages handled by each node being a small number. For S_CoordP, each node only needs to handle up to \( b \) ACK messages, with \( b \) varying from 2 to 4 in our simulation. For S_Train, each node needs to handle up to 4 messages.
Figure 7: Total number of messages on all hops for the basic and corresponding structured protocols

5.4.2 Round-trip time (RTT)

Round-trip time (RTT) is the time for one execution of the protocol. For a group member it is defined as the interval between the time it starts participating in one execution of the protocol and the time it receives the stability information of all the other members. At each member, it is measured as the time between receiving the START and the INFO message. We present the RTT measured at the first member (also the coordinator or the root) since the RTT at other members follows the same trend and is only slightly larger than that of the first member because the INFO message normally is $4n$ bytes and the START message is only 1 byte in most of the protocols. Another time index that reveals the property of the stability protocols is message stability time, also called time-to-stable (TTS). TTS is a function of RTT and the frequency
Figure 8: Maximum queue size over all the nodes for the five protocols

and mechanism to trigger the stability protocols. As a first step, we study RTT. The analysis of TTS is presented in Section 6.

RTT for the three basic protocols is shown in Figure 9(A). Train has the longest RTT, which is the result of the $2n$ message rounds. CoordP and FullDist both show increase of RTT as $n$ increases, but since all of them have constant multicast message rounds, their increment is not as significant as Train. It is interesting to notice that CoordP and FullDist have almost identical RTT.

(A): the three basic protocols
(B): the two structured protocols

Figure 9: Round-trip time

Figure 9(B) displays the RTT for the two structured protocols. The trend is similar to Figure 9(A): S_Train shows significant increase of RTT when $n$ is large, whereas the increase in S_CoordP is not as significant. This is because the number of messages rounds is $p + 2$ in S_CoordP, and $bp + 2$ in S_Train.
We have been studying the properties of various message stability protocols given the assumption
that the underlying network topology is a near-complete tree. To confirm our belief
that this is a reasonable approximation of the real network environment, and our analysis based
on this assumption is valuable, we also measured RTT for each protocol in a set of random
network environments. Given group size $n$, mean degree $b$ for all the nodes and height $p$, we
constructed a random tree as follows. One of the $n$ nodes is assigned as the root, the remaining
$n - 1$ nodes are assigned to each level above the lowest level with probability $\frac{b^k}{n-1}$ to be in level
$k$ with $0 < k < p$. Since $n$ is not necessarily equal to $1 + b + b^2 + \cdots + b^p = \frac{b^{p+1} - 1}{b - 1}$, we assigned
the probability of a node being placed on level $p$ to be $\frac{n - b^{p+1} - 1}{n-1}$. After assigning each node to
a level, we connected every node in level $k$ randomly to a node in level $k - 1$. Clearly, this is not a completely random tree. But we expect that this degree of randomness is appropriate to simulate the real clustered network environment. In such a setting, there are more computers
connected to lower levels of the tree than to upper levels. For each given $n$ in Table 3, we
generated 10 random trees and plotted the corresponding RTTs in Figures 9 and 10. We can
see that the RTTs for random trees are close to that of their corresponding near-complete trees.

Figure 10(A) shows the RTT for CoordP and S_CoordP. There are 3 rounds in CoordP,
but $p + 2$ rounds in S_CoordP. Contrary to what the message rounds suggest, we find that the
RTT for CoordP increases dramatically as $n$ increases, while the RTT for S_CoordP stays
almost flat. In CoordP, for any node in the tree, ACK messages from all its descendants need
to travel through the node in order to reach the root. The closer a node is to the root, the more
ACK messages it needs to handle. This scheme will overload the root node, its neighbors and
the links connecting them as $n$ becomes large. As a result, ACK implosion will appear at the
root and those nodes close to it. On the other hand, in S_CoordP, each ACK message travels
only 1 hop to its parent. There is only one ACK message on any hop in the tree network. Each
node only needs to handle up to $b$ ACK messages, and, when the degree of the tree $b$ is small
(2 to 4 in our simulation), this will not cause implosion at any node. The RTT for S_CoordP
is essentially the time spent for the START message to travel $p$ hops down the tree plus the
time for the ACKs to travel $p$ hops up the tree to reach the root. Since there is no contention
for the links, this time is proportional to the tree height $p$. As we set the tree height to be 5
in our simulation, we see a flat line for the RTT of S_CoordP. When $n = 1000$, S_CoordP
offers 70 times improvement in RTT over CoordP. When $n = 20000$ in a tree with height 7,
this improvement becomes 2100 times.

Figure 10(B) shows RTT for FullDist and its corresponding structured protocol S_CoordP.
Figure 10: Round-trip time for the basic and corresponding structured protocols

We see a sharp increase in RTT for FullDist because of implosion at every member when \( n \) is large. RTT for S_CoordP stays flat because the reduced number of messages each member needs to handle eliminates the implosion problem.

The results for Train and its structured version S_Train are presented in Figure 10(C). There is no message implosion problem in either protocol. The RTT is proportional to the number of hops the ACK message from the \( n \)-th member needs to travel to reach the root. For Train, this number is \( H_d = F_d \), whereas for S_Train, it is \( H_h = p(2(b-1)+1) \), where \( 2(b-1)+1 \) is the number of hops needed to travel through one level of the tree. Notice \( H_d = O(n) \) and \( H_h = O(\log n) \). This explains why S_Train scales significantly better than Train. When \( n = 1000 \), S_Train offers 35-fold improvement in RTT over Train. When \( n = 20000 \) in a tree with height 7, this improvement becomes 500-fold.
6 Stability triggering mechanism

In this section, we address the optimization issue for triggering stability tracking protocols. Assume that all members are sending messages at the same rate \( r \) messages per millisecond, and that each member has an output buffer of size \( g \) messages and an input buffer of size \( ng \) messages. Notice that when each member is sending at the same rate, during the time each sender sends \( g \) messages, it could at most receive \( ng \) messages from all the \( n \) members. The corresponding round-trip time (in milliseconds) for the stability protocol is expressed as \( f = f(r) \), a function of data message rate \( r \) messages per millisecond. This is a very naive assumption. But we do know that the time for one round of stability protocol to complete is influenced by traffic load generated by data messages. We can say that \( f(r) \) is a complicated function of which \( r \) is an important input variable.

The trigger works as follows. When the output buffer at the root node reaches \( X \) messages, the stability protocol is triggered. During the time period \( f(r) \) of a round-trip, the number of data messages sent out will be \( Q = rf(r) \). Then the number of messages in the root's output buffer will be \( X + Q \), where \( X \) is the number of existing messages before the trigger, and \( Q \) is the number of newly sent messages since the trigger.

Suppose \( \alpha X \) \((0 \leq \alpha \leq 1)\) messages are stable at the end of a round of stability test, in other words, \( 1-\alpha \) is the failure ratio which stands for the percentage of data messages lost\(^4\). Then \( \alpha X \) out of the \( X \) messages can be released from the top of the output buffer. If \((1-\alpha)X + Q < X\), then the root node waits until the number of messages in its output buffer reaches \( X \). If \((1-\alpha)X + Q \geq X\), then the root node starts the next round of stability test. When the data messages fill up the buffer, all the senders stop sending data messages.

In this triggering mechanism, the message number \( X \) in the root node's output buffer should be chosen, given the measured round-trip time \( f(r) \) for different protocols. If \( X \) is too large, multicast group members will constantly be forced to stop sending data messages since their buffers are full. If \( X \) is too small, the stability protocol will be triggered too often and the total number of messages in the system will increase unnecessarily. Therefore an optimal size for \( X \) should be determined according to the following set of constraints enforced on \( X \) by the buffer size:

\(^4\)We do not assume the FIFO property is provided by the underlying protocols here. When FIFO is assumed, \( \alpha = 1 \), and it is a special case of the following discussion.
The first round of stability test starts when there are \( X \) messages in the buffer, therefore,

\[
X \leq g
\]  
(1)

is a must.

At the end of the first round, there are \( X + rf \) messages in the buffer, so

\[
X + rf \leq g
\]  
(2)

must be satisfied.

After the first round, \( \alpha X \) messages can be released from the sender's output buffer. If \( (1 - \alpha)X + rf < X \), then the sender waits until \( X \) is filled to start the next round, so \( X + rf \leq g \) is required. If \( (1 - \alpha)X + rf \geq X \), the second round is trigger immediately, \( rf \) messages are newly sent during the second round, in order to prevent buffer overflow,

\[
(1 - \alpha)X + rf + rf = (1 - \alpha)X + 2rf \leq g
\]  
(3)

is needed. In the worst case when \( \alpha = 0 \), Equation 3 becomes \( X + 2rf \leq g \) which makes Equation 2 redundant.

Assume each member sends total of \( K \) messages in the test, and the sending rate is constant \( r \) when the output buffer is not full. The optimization problem can be described as follows. Given output buffer size \( g \), message sending rate \( r \), and round-trip time \( f = f(r) \), choose \( X \) to minimize total number of stability tests \( T(X) = \frac{K}{\alpha X} \), or equivalently to maximize \( X \), subject to the following two constraints:

\[
X + rf \leq g 
\]  
(i)

\[
(1 - \alpha)X + 2rf \leq g
\]  
(ii)

(i) and (ii) can be simplified to

\[
X \leq g - rf
\]  
(iii)

\[
X \leq \frac{g - 2rf}{1 - \alpha}
\]  
(iv)

which result in the optimal \( X = \max(g - rf, \frac{g - 2rf}{1 - \alpha}) \). When given some special values of \( \alpha \), the optimal \( X \) becomes the following:

- When \( \alpha = 0 \), \( X = \max(g - rf, g - 2rf) = g - rf \).
• When $\alpha = 0.5$, $X = \max(g - rf, 2(g - 2rf))$.

• When $\alpha = 1$, $2rf \leq g$ is satisfied by the assumption, hence $X = g - rf$.

In general,

• When $\alpha = 0$ or 1, the optimal $X = g - rf$.

• When $0 < \alpha < 1$, the optimal $X = \max(g - rf, \frac{g - 2rf}{1 - \alpha})$.

Given the total number of messages $K$ sent by each member, failure rate $(1 - \alpha)$ and the optimal $X$, the minimum number of tests needed is $T(X) = K$. If a smaller time-to-stable is needed, $X$ has to be reduced, which results in an increase of $T(X)$.

6.1 Time-to-stable (TTS)

In a real network environment, messages will have a variable delay in the routers depending on the queue size at each router. Messages might get lost in the network because of buffer overflow at some intermediate nodes, and later get retransmitted. These non-deterministic factors will add more delay to the round-trip time and time-to-stable. Therefore, to use the stability triggering algorithm efficiently in practice, users should measure the $f(r)$ in the current system, then set $X$, $Q$, and $g$ accordingly. Our simulation results are useful in the sense that they provide a lower bound in round-trip time $f(0)$ under the given tree shaped network structure. It also provides some insight on how to choose stability tracking algorithms under different circumstances.

7 Conclusion and future work

Message stability tracking protocols play an important role in distributed systems, distributed database management systems, and parallel computing systems. The three basic protocols commonly used do not scale as the group size increases. By adding a tree structure to the basic protocols, we have derived two structured protocols with significant increase of scalability.

There are some techniques commonly used to improve the performance of stability protocols. Messages for stability protocols can be piggybacked on data messages to reduce traffic load in the network and the time processors spend handling messages received; only the changed sequence numbers need to be exchanged among group members in order to reduce the message size; some senders can be grouped together sharing one series of sequence numbers to reduce the size of
the sequence number array (or stability matrix) kept at each member, therefore the size of ACK and INFO messages. In the extreme case, when the stability protocol is combined with a total ordering protocol, only 4 bytes of information is needed from each member, and the message size is reduced to a minimum. These techniques can be applied to both the basic and the structured protocols to further improve their performance.

We have simulated a set of stability protocols in a clustered LAN environment. Different network characteristics affect the behavior of these protocols. We are currently studying these protocols in a WAN environment.
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