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Abstract

This paper considers the problem of analyzing the devel-
opment of a document collection over time without requir-
ing meaningful citation data. Given a collection of time-
stamped documents, we formulate and explore the following
two questions. First, what are the main topics and how do
these topics develop over time? Second, to gain insight into
the dynamics driving this development, what are the docu-
ments and who are the authors that are most influential in
this process? Unlike prior work in citation analysis, we pro-
pose methods addressing these questions without requiring
the availability of citation data. The methods use only the
text of the documents as input. Consequentially, they are
applicable to a much wider range of document collections
(email, blogs, etc.), most of which lack meaningful citation
data. We evaluate our methods on the proceedings of the
Neural Information Processing Systems (NIPS) conference.
Even with the preliminary methods that we implemented,
the results show that the methods are effective and that ad-
dressing the questions based on the text alone is feasible. In
fact, the text-based methods sometimes even identify influ-
ential papers that are missed by citation analysis.

1. Introduction

Many document collections have grown through an in-
teractive and time-dependent process. Earlier documents
shaped documents that followed later, with some documents
introducing new ideas that lay the foundation for following
documents. Examples of such collections are email repos-
itories, the body of scientific literature, and the web. To
access and analyze such collections, it is important to un-
derstand how they developed. For example, consider a his-
torian trying to get an understanding of the ideas and forces
leading to the Iraq war from news articles. Or, consider the
head of a hiring committee trying to understand which sci-
entists had the greatest influence on the development of a

discipline.
In this paper, we pose and consider the problem of ana-

lyzing the temporal development of a document collection.
This problem requires simultaneously understanding what
topics are popular and which documents and authors drive
the changes in popularity of the topics. In particular, we
address the following questions:

• What are the key topics in a collection of documents
and how did their popularity change over time?

• Which documents introduced new ideas that had large
impact?

• Who were the authors that significantly drove the evo-
lution of ideas?

To answer these questions for general document collections,
we impose that our algorithms must work without meta-
data augmenting the document representation. In particular,
since most collections lack meaningful citation and hyper-
link structure, the analysis must be done entirely based on
the text in the document.

Most existing work related to these questions has fo-
cused on exploiting meta-data like hyperlinks and citation
information. Graph-based algorithms like HITS [9], PageR-
ank [15], and its descendants (see e.g. [3]) exploit infor-
mation in the hyperlink structure to find outstanding doc-
uments. These algorithms are based on citation-analysis
methods from bibliometrics (see e.g. [12]) that are used
to detect related work and define impact [4, 5]. In contrast
to using citation data, we propose complementary methods
that use solely the text of the documents to make them ap-
plicable beyond scientific literature and the web. To the best
of our knowledge, there is no existing method that uses only
the text of the documents to determine the most influential
documents or authors.

For the problem of discovering topics and trends in a col-
lection of documents, however, there is quite a body of work
already. The TDT evaluations (see e.g. [1, 2]) emphasized
online new topic detection for news articles. Other work



has focused on burst detection, correlating real-world events
such as the rise and fall of a topic’s popularity with single
words from the documents [20, 10]. Evolutionary theme
patterns demonstrate the entire “life cycle” of a topic from
a probabilistic background [13]. Other recent work presents
efficient algorithms specially designed for thread detection
[6]. We build upon this work for visualizing the develop-
ment of topics over time.

The main contribution of our work is the definition of
an interesting research problem, namely, how to identify a
document collection’s most influential documents and au-
thors using only the text of the documents. We present one
such method and show that this type of problem is in fact
feasible and that even simple methods lead to interesting re-
sults. In an empirical evaluation on a collection of scientific
articles, our method was able to identify influential docu-
ments and authors successfully. In particular, we compare
the results with citation counts and find that the new identi-
fication methods find papers with new and influential ideas
even in some cases where citation analysis fails. By using
the information of which author wrote which document, we
can also determine who are the most influential authors of
this document collection.

The paper is structured around the three questions from
above, which we address in turn. After describing the re-
lated work in more detail in Section 2, we introduce in Sec-
tion 3 the data that is used as the testbed. In Section 4 we
present the clusters/topics visualization, and Sections 5 and
6 present our method for identifying influential documents
and authors, respectively.

2. Related Work

Our work identifies influential documents and authors
and provides a way of visualizing the topical development
of a document collection. There is some work on identify-
ing influential documents and authors – however, previous
work uses citations, not simply the text. There is much work
on identifying trends in document collection. We review the
related work in the following.

2.1. Influential Documents and Authors

Since our main goal is identification of key documents
and authors, the most related work exists in the fields of
bibliometrics and citation analysis. Work in bibliometrics
(e.g. [12]) uses citation analysis for a set of research pa-
pers to determine the most influential authors and papers.
It finds that the number of citations is the best predictor for
a paper’s influence. Other bibliometric work has also con-
sidered the issues of how to find leading documents and au-
thors [14, 22]. Leading documents and authors can be found
by analyzing the citation graph.

McGovern et al. use the hubs and authorities algorithm
[9] to identify authoritative documents, and then define au-
thoritative authors as the authors who write several papers
among the most authoritative ones. Like this previous work,
we seek to identify the authoritative authors and documents.
However, our work is more general since we use only the
text of the documents instead of bibliographic information.
Consequentially, we can also handle domains such as news
articles where there are no formal citations and successfully
find the leading documents and authors.

For finding leading documents in a hyperlinked envi-
ronment, the classic algorithm is PageRank [15]. Used by
Google, PageRank finds the most influential documents by
considering the reputations of the documents in the collec-
tion, and which documents link to which other documents.
A document’s reputation is raised (or lowered) based on the
number and reputation of the documents citing it. More
documents linking to a document mean that document en-
joys greater popularity. Reputable documents linking to a
document mean that document should also be reputable.

Besides looking at the impact of individual documents
or authors, citation analysis has also tackled the problem of
finding the journals with the most impact [4, 5]. Though
not without controversy, the impact factor uses citations to
measure how important the articles within a journal are on
average. In general, more citations means greater popu-
larity. However, because of variables such as journal size
and shifts in journal popularity over time, when compared
with raw citation counts, the impact factor calculates a more
accurate measure of the influence of a particular journal’s
papers. This vein of work is similar to ours because the
problem formulation presented in our work generalizes to
groups of documents and authors, not just individual docu-
ments and authors. For example, one could think of rank-
ing universities by their influence in a research community.
Instead of using citation analysis, we could use the text pro-
duced by the research groups in these universities to rank
the universities.

2.2. Temporal Topic/Trend Detection

Besides finding leading documents and authors, we addi-
tionally present a visualization of the topics in a document
collection. Related work in this area starts with early work
on new topic detection. The TDT studies [1, 2] investigated
online new topic detection for news articles. In some sense,
the online version of the problem is harder than the one we
consider. We assume that we already have all the docu-
ments in the collection with time stamps and that they can
be processed offline. Although both our work and the TDT
work both have as a goal topic detection, another difference
is that TDT focused on detecting the arrival of new topics,
while our work focuses on providing an overview for how



the topical foci of a document collection changes over time.
Independent component analysis (ICA) is another

method that can be used for similar purposes as solutions
to the TDT task. For example, ICA has been used to dis-
tinguish topics in the CNN news chat room logs [11]. Like
our work, this usage of ICA is unsupervised and relies only
on the text. After performing principal component analysis,
the ICA algorithm distinguishes the main topics. This work
graphs graphs the existence of these topics over time, but it
is hard to guage relative strength of the topics. Our work
shows how topics rise and decrease in strength over time.

Our work bears more similarity to burst detection [10]
and timeline creation [20]. Both burst detection and time-
line creation seek to correlate real-world events with the text
used in the document collections. There is an implicit as-
sumption that as real-world events change, the text used in
the documents will change as well. Words that nobody used
at one time may become widely popular, e.g. words de-
scribing a new technology or new idea. In the context of
research papers, when the burst detection code is run on a
set of research papers, the bursts seem to correspond to the
rise and fall in popularity of research topics. By using a
state machine approach, bursts can be detected in anything
from email, to Presidential State of the Union addresses, to
research papers. The wide-ranging applications are possible
because, similar to our work, burst detection assumes only
time-stamped text documents.

As in burst detection, recent work in thread detection has
proposed efficient, formal models [6]. These models do not
depend on a flat clustering or time-stamped documents, but
instead focus on using time in the algorithm. For exam-
ple, instead of calculating all pairwise document similari-
ties, this thread detection work only considers two docu-
ments similar if they both contain the same term and occur
within a set time window of each other. This work therefore
does not suffer from one problem of flat clustering – that of
emphasizing cluster coherence at the loss of identifying de-
veloping and changing strands of topics. Even though using
an algorithm specifically designed for temporal clustering
may provide better clusters, our emphasis is on visualizing
the topics, not on the actual clustering method, so we just
use a simple flat clustering.

Another interesting direction of previous work that
works with developing strands of research is in detecting
evolutionary theme patterns. It is different from burst de-
tection and our work in that the evolutionary theme patterns
emphasize displaying the entire “life cycle” of a theme [13],
while burst detection and our work simply considers a flat
version of clustering. Detecting evolutionary theme patterns
not only detects when a topic develops and fades, but also
what future or other topics may have been influenced by this
topic. In some sense, the theme evolution graphs present
ways of depicting flows of ideas in the document collection

throughout time.

3. Data and Testbed

Before presenting the methods addressing the three ques-
tions from above, we first discuss the type of data we are
considering. We assume that the collection consists of doc-
uments where:

• the text of the documents is accessible,

• the documents are time-stamped and assumed to arrive
in (or can be grouped into) batches,

• and there are dependencies between earlier and later
documents.

Examples of such collections are email, proceedings of sci-
entific conferences, scientific journals, news, and blogs.

As a testbed, we chose a collection of scientific articles,
in particular the articles published in the proceedings of
the Neural Information Processing Systems (NIPS) confer-
ence [8] between 1987 and 2000. The reason for choosing
this data set is threefold. First, we believe that scientific
document collections fulfill the assumptions stated above.
Second, for scientific articles, citation data is available and
we can compare our methods against citation counts. And
third, we are familiar with the development of this scientific
community, which allows us to evaluate the performance of
the algorithms as an informed insider.

Since we consider fourteen years of research papers, we
expect to see several strong trends as topics develop and
change over time. This set of full text documents was ob-
tained by OCR. There are a total of 1955 documents, with
approximately 100 documents in the first two years, and
then 150-160 documents each year in the last twelve years.
We use only the text (not the citation or bibliographic infor-
mation) from these documents. As meta-data, we use only
the time-stamps (year) of the documents and the extracted
author names of each article.

As our text-based representation, we chose a stan-
dard vector-space approach [18]. In particular, we con-
vert the text documents to a standard TFIDF (“ltc”)
representation[19]. In this representation, the features are
words from the available text. We ignore stopwords and
words that only occur once, but consider all other words as
features. No stemming is used. To build a TFIDF vector
for each document, we count the number of times termt
appeared in the document. Then we multiply by the IDF
weighting factor of n

log(nt)
, wheren is the number of docu-

ments in the corpus andnt is the number of documents that
contain the termti. To then determine the similarity of two
documents, we use the standard cosine similarity between
the TFIDF vectors.



Cluster Descriptions: 3: policy, reinforcement, state, controller, action
6: bayesian, mixture, gaussian, posterior, likelihood 2: image, images, object, objects, recognition
5: chip, circuit, analog, voltage, vlsi 1: spike, cells, neurons, cell, firing
4: speech, word, hmm, recognition, speaker 0: training, error, generalization, margin, hidden

Figure 1. Clusters proceed from cluster 0 on the bottom of the graph to cluster 6 on the top. (left)
The distribution of k = 7 clusters. The histograms of each cluster are stacked on top of each other to
show the effects of cluster popularity over time. (right) The percentage distribution of k = 7 clusters.
In this case, we normalize the histograms by the number of documents per year.

4. How do key topics change over time?

The first problem we consider is that of visualizing the
key topics of a document collection, and how the popularity
of these topics develops over time. The goal is to provide
a concise summary of the high-level development of topics
even for large-scale document collections that are too ex-
pensive to analyze manually. Following the flavor of ideas
from ThemeRiver [7], we will summarize the development
of topics using “Temporal Cluster Histograms.”

4.1. Method

Our method proceeds in three steps. In the first step,
we determine the key topics in the document collection via
clustering. Each cluster represents a key topic. In the sec-
ond step, a concise description of the key topic for each
cluster is formed. And in the final step, we visualize the
temporal behavior of topics as a flow through time indicat-
ing increasing or decreasing popularity.

As the clustering algorithm in the first step we usek-
means, in particular Weka’s [17] implementation. We mod-
ified Weka for this application so that cosine distance could
be used fork-means clustering. Sincek-means may get
stuck in local maxima, for each value ofk, we chose 10
random seeds and selected the clustering that had the least
squared error.

To describe each cluster’s topic, we extract the five words
with the highest weights in the cluster’s centroid. These five

words are the most important terms in defining the cluster
centroid. The number five is somewhat arbitrary, but was
chosen because we found that five words are sufficient to
convey a good sense of the cluster’s content without pre-
senting an overwhelming amount of information. Using the
top five words allows us to reliably identify important terms
describing the topic of a cluster.

Finally, we plot how topic popularity varies over time.
For each year, we compute the number of documents that
fall into each cluster and plot each cluster’s yearly break-
down as a stacked histogram. Using stacked histograms
clearly presents the changes in cluster size over time as a
flow. Note that while thek-means clustering does not take
time into account when clustering the documents, this last
step relates clusters to time.

4.2. Results

Figure 2 shows the results of the method as applied to the
NIPS data fork = 13. Most clusters directly represent top-
ics and reflect our knowledge of the NIPS community very
well. In particular, clusters 10 and 11 clearly show the two
emerging research areas in NIPS, namely “Bayesian Meth-
ods” and “Kernel Methods” like Support Vector Machines
(SVMs). The graph correctly indicates that the topic of
Bayesian analysis started before the kernel methods cluster,
with both topics starting to dominate the NIPS conference
in 2000. Also, it correctly indicates that the Kernel Meth-
ods topic strongly gained in popularity at that time. On the



Cluster Descriptions: 6: policy, reinforcement, action, state, agent
12: chip, circuit, analog, voltage, vlsi 5: visual, eye, cells, motion, orientation
11: kernel, margin, svm, vc, xi 4: units, node, training, nodes, tree
10: bayesian, mixture, posterior, likelihood, em 3: code, codes, decoding, message, hints
9: spike, spikes, firing, neuron, neurons 2: image, images, object, face, video
8: neurons, neuron, synaptic, memory, firing 1: recurrent, hidden, training, units, error
7: david, michael, john, richard, chair 0: speech, word, hmm, recognition, mlp

Figure 2. Clusters proceed from cluster 0 on the bottom of the graph to cluster 12 on the top. (left)
The distribution of k = 13 clusters. The histograms of each cluster are stacked on top of each other
to show the effects of cluster popularity over time. (right) The percentage distribution of k = 13
clusters. In this case, we normalize the histograms by the number of documents per year.

other hand, cluster 4 on supervised neural network training
(e.g. feedforward neural networks), cluster 1 on recurrent
neural networks, and cluster 8 on biologically-inspired neu-
ral memories were very strong in the early years of NIPS,
but by 2000 almost disappeared from the conference. This
phenomenon also agrees with our prior perception of the
NIPS conference.

The only cluster that does not represent a topic is clus-
ter 7. This cluster groups together the outliers in the col-
lection, which are not scientific papers, but other types of
documents. In particular, cluster 7 contains author indexes,
subject indexes, the NIPS introductory page, and the start of
the proceedings. In this case, the clustering helps clean the
data and identify outliers that do not fit any “content” topic
classes.

Our method of extracting keywords from the cluster cen-
troids works reasonably well – many of the words are highly
informative for the cluster content. The top five words
shown give a reasonable description of the main topics in
the NIPS conference.

Figures 1, 2, and 3 show the results for all values of
k that we used, namelyk = 7, 13, and 30, respectively.
For the clusterings with more or fewer numbers of clusters,
topics get merged and split in a reasonable fashion. Inter-
estingly, the emerging clusters on Bayesian Methods and
Kernel Methods are rather homogeneous, and do not get

split even for large numbers of clusters. In Figure 3, with
30 clusters, these two areas are still well-defined and seem
to show similar behavior as the depiction with 13 clusters.
These two clusters are very strong – even when there are
only 7 clusters as in Figure 1, these two topics still stand
out among all the rest (even though the Kernel Methods and
Neural Nets clusters have been combined by the clustering
algorithm).

Overall, we believe that the cluster analysis and its vi-
sualization reflect correctly the development of the NIPS
conference.

5. Which are the most influential documents?

Now that we have a way of visualizing clusters and de-
termining how the topics developed over time, we would
like to identify the proponents driving these changes. At
the first level, these proponents are documents and the ideas
they convey. Determining which documents are most influ-
ential on later work gives insights into the ideas driving the
changes in the document collection over time. While some
of this influence is conveyed through citations in the area of
scientific literature, the goal is a general solution that will
work for any text document. Consequentially, we restrict
our methods to using only the text of the document, but use
citation data to evaluate the quality of our methods.



Clusters:
29: auditory, sound, cochlear, speech, frequency 14: word, speech, speaker, recognition, words
28: clustering, cluster, clusters, som, codebook 13: image, images, face, texture, wavelet
27: theorem, vc, bounds, bound, ¡ 12: motor, eye, movement, movements, visual
26: student, teacher, dynamics, replica, spin 11: kernel, margin, svm, kernels, adaboost
25: spike, firing, spikes, neuron, neurons 10: bayesian, gaussian, posterior, mixture, likelihood
24: object, tree, node, nodes, objects 9: routing, rod, bipolar, router, game
23: cells, cell, cortical, cortex, neurons 8: memory, capacity, synaptic, associative, memories
22: robot, controller, control, reinforcement, critic 7: david, michael, john, richard, chair
21: obs, gradient, convergence, momentum, obd 6: policy, reinforcement, agent, action, state
20: chip, circuit, analog, voltage, vlsi 5: motion, visual, velocity, orientation, direction
19: vor, head, vestibular, eye, velocity 4: units, hidden, classifier, training, unit
18: trajectory, units, hidden, weights, training 3: code, codes, decoding, hint, hints
17: option, policy, portfolio, call, traffic 2: video, tracking, audio, image, camera
16: tangent, td, distance, prototypes, simard 1: recurrent, state, units, hidden, network
15: ica, blind, separation, sources, eeg 0: mlp, hmm, speech, ensemble, rbf

Figure 3. Clusters proceed from cluster 0 on the bottom of the graph to cluster 29 on the top. (left)
The distribution of k = 30 clusters. The histograms of each cluster are stacked on top of each other
to show the effects of cluster popularity over time. (right) The percentage distribution of k = 30
clusters. In this case, we normalize the histograms by the number of documents per year.

5.1. Method

We define the impact of a document as the amount of
followup work it generates. As a measure of influence of a
paper on later work, we propose alead/lag index. It is based
on the assumption that “imitation is the highest form of flat-
tery,” i.e. if one document spawns a great deal of followup
work that uses similar vocabulary, then that document was
very influential. In particular, the lead/lag index measures
whether a document is more of a leader or more of a fol-
lower. We assume that leaders have many papers following
them, and vice versa. The general idea is illustrated in Fig-
ure 4. More formally, the index is defined as follows.

For each documentd, we find thek nearest neighbors
knn(d) in terms of the cosine distance between TFIDF vec-
tors. We then count the number of neighbors that are pub-
lished later thand

klater = |{d′|(d′ ∈ knn(d)) ∧ (time(d′) > time(d))}|

and the number of papers that precede the paper

kearlier = |{d′|(d′ ∈ knn(d)) ∧ (time(d′) < time(d))}| .

By comparing these two numbers, it is possible to determine
the degree to which a paper builds upon influential ideas vs.
proposing new ideas that have influence on later documents.

The raw lead/lag index of a documentd is computed by
subtracting the numberklater of papers following the cur-
rent paper in time from the numberkearlier of papers pre-
ceding the current paper in time.

Id
raw = klater − kearlier

However, the index is strongly affected by edge effects. For
example,kearlier is guaranteed to be zero for documents
from the first time step. To avoid such biases, we scale each
year’s documents by normalizing it across all papers from
the same time step. In particular, we subtract the average of



Rank Year Citations Paper Title and Author(s)
1.167 1996 128 “improving the accuracy and speed of support vector machines”

chris j.c. burges, b. scholkopf
1.128 1999 17 (466) “using analytic qp and sparseness to speed training of support vector machines”

john c. platt
0.986 1999 18 “regularizing adaboost”

gunnar ratsch, takashi onoda, klaus-robert muller
0.953 1996 41 (3711) “support vector method for function approximation, regression estimation, and signal

processing”
vladimir vapnik, steven e. golowich, alex smola

0.945 1998 27 “training methods for adaptive boosting of neural networks”
holger schwenk, yoshua bengio

0.945 1997 3 “modeling complex cells in an awake macaque during natural image viewing”
william e. vinje, jack l. gallant

0.934 1998 17 “em optimization of latent-variable density models”
c. m. bishop, m. svensen, c. k. i. william

0.934 1995 584 “a new learning algorithm for blind signal separation”
s. amari, a. cichocki, h. h. yang

0.934 1995 16 “fast learning by bounding likelihoods in sigmoid type belief networks”
t. jaakkola, l. k. saul., i. jordan

0.914 1998 49 “dynamically adapting kernels in support vector machines”
nello cristianini, cohn campbell, john shawe-taylor

0.914 1999 27 “approximate learning of dynamic models”
xavier boyen, daphne koller

Figure 5. Based on the lead/lag index, above is a list of the most influential NIPS papers when
considering the paper’s k = 14 nearest neighbors. According to our algorithm, these influential
papers inspire the most followup work. We also provide the year of publication and the number of
citations the papers received according to Google Scholar. Numbers in parentheses signify that
there is a related publication by the same author(s) with similar content that receives most of the
citations.

the raw lead/lag indices for a year from each raw lead/lag
index in that year.

Id
scaled =

1
k

(
Id
raw − |{di : time(di) = time(d)}|∑

{di:time(di)=time(d)} Idi
raw

)

The resultingscaledlead/lag index corrects for such edge
effects. The higher the scaled lead/lag index, the more influ-
ential the paper. Note that the scaled lead/lag index is also
normalized with respect tok. This scaling process makes
values from different choices ofk comparable. The scaled
lead/lag index scores typically fall in the interval from -1 to
+1, with extremely strong papers receiving scores slightly
above +1 and extremely lagging papers receiving scores
slightly below -1.

5.2. Results

We computed the scaled lead/lag index for the NIPS data
set. The value ofk is the only parameter that needs to be

selected. With a smallk, only the closest documents to a
particular document are considered. If a paper is very in-
fluential, then other documents influenced by that paper are
missed in this analysis. On the other end of the spectrum, if
k is too large, documents that are only marginally affected
by a particular paper are included in the ranking. This can
lead to noisier results. We run the experiments fork = 7,
14, 24, and 49.

Figure 5 shows the results on the NIPS data fork = 14.
Different values ofk agreed more or less on which docu-
ments are most influential, with only small changes in the
ordering among the top scoring papers. This indicates that
the method is robust with respect to the choice ofk, and that
most reasonable values ofk produce comparable results.

The list of the most leading NIPS papers computed by
our algorithms closely reflects our insider perception of the
NIPS conference. First, among the highest ranked papers
are those presenting central new ideas on support vector
machines, which, as also evident from the Temporal Clus-
ter Histograms, have had an outstanding influence on the
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Figure 4. The main idea of the lead/lag index is
to decide whether a paper is more of a leader
or follower based on whether similar papers
content-wise follow or precede the paper in
question. In this figure, graphed items repre-
sent documents where the open circles are
of one topic and the black dots are of an-
other topic. The open circles (and black dots)
towards the left of their respective clusters
are leaders because similar documents fol-
low these documents. On the other hand, the
circles (and dots) towards the right are follow-
ers because documents with similar content
precede these points.

development of the NIPS community. The first two SVM
papers published in NIPS are ranked first and fourth in our
algorithm’s ranking, receiving recognition for being first in
one of NIPS hottest topics.

Second, the results from our method are different from
what citation analysis would produce. The number of cita-
tions of each paper according to Google Scholar is given in
the third column of Figure 5. (These counts measure the im-
pact throughout all venues, whereas our ranking measures
the impact within the NIPS community.) Our method re-
flects the importance of ideas presented in the paper, not
how often this paper was cited. For example, the publica-
tion by John Platt was the first refereed paper to propose the
SMO algorithm for support vector machine training, which
has become one of the standard methods for this problem.
However, this paper has only 17 citations in Google Scholar,
since most authors cite a book chapter with similar content
and 466 citations. Due to this, citation analysis would not
have recognized the importance and influence of the ideas in
this paper. Another example is Vapnik’s paper, which ranks
fourth on this algorithm’s ranking. Although the NIPS pa-
per has just 41 citations, other work by Vapnik on support

vector machines has many more citations (e.g. Vapnik’s first
book has 3711 citations).

Third, while many of the papers in Figure 5 are in the
area of support vector machines, this dominant topic does
not drown out influential ideas in other topic areas. An ex-
ample is the paper by Amari et al., which is a fundamen-
tal paper for the topic of independent component analysis
with 449 citations in Google Scholar. This paper is not only
fundamental for independent component analysis, but as it
turns out, it is also one of the most influential NIPS papers
overall. In fact, this paper is the second most often cited of
all NIPS papers.

In summary, the list of most influential papers agrees
well with our opinion of the most influential ideas in the
NIPS corpus. These results validate our assumption that
measuring textual similarity provides an adequate method
for determining which papers have influence on later papers
in the document collection.

6. Who are the most influential authors?

Since papers do not write themselves, once we can de-
termine the most leading documents, the next logical step
is to ask who wrote them. Given a collection of documents,
we would like to answer the questions of which authors pro-
duce the most original work, which authors are most influ-
ential in spreading their ideas, and which authors determine
the pulse of the field and future directions of research.

6.1. Method

The document lead/lag index already provides a method
for determining the influence of a document. To identify
the most influential authors in the document collection, we
can aggregate the document lead/lag information by author.
Specifically, we address the following question: Which au-
thors write documents that have a significantly high scaled
lead/lag index?

To aggregate the lead/lag index scores by author, we
compute the 95% confidence interval around the average
lead/lag scores for each author. We then rank the au-
thors by the lower 95% confidence bound. More specif-
ically, consider an author withn papers receiving scaled
lead/lag scoresLd1

scaled, · · · , L
dn

scaled. For these scores, one
can compute the confidence interval for the meanm from
the sample variancev under assumption of normality as
m± 2 ∗

√
v

n . However, this confidence interval is quite sen-
sitive to anomalies for small samples. For example, one au-
thor may have two papers with medium rank and identical
means. Then, the author will receive an excellent score be-
cause the variance estimate is zero. To smooth the variance
estimate and reduce this problem, we add an extra document
with weight−1 (a weight which is near the bottom of the



lead/lag rankings) to the list of docs. With the new meanm′

and variancev′, the lead/lag index of an author is

Ia = m′ − 2 ∗
√

v′

n + 1
. (1)

6.2. Results

We computed the author lead/lag index for all authors
in the NIPS collection. Figure 6 has the results fork =
14. Results for different values ofk are similar, so we only
presentk = 14. Overall, we find that this ranking for the
most part identifies a document collection’s key players.

From bibliometrics, we know that typically the best pre-
dictor of an author’s importance is the number of citations
that author receives [12]. Therefore, we compare our ag-
gregated author lead/lag ranking to the number of citations
an author has received on Google Scholar. (We searched
by the author’s name and added citation counts for the first
200 documents by that author or as many documents as had
citations.) Note, however, that the citation counts measure
the impact of an author in all venues, while our lead/lag in-
dex measures the impact in NIPS. Additionally, we present
numbers for how prolific an author is, measured by the num-
ber of papers the author has published in NIPS. The author
with the most papers is Terrence Sejnowski, who has 46.
We find that highly-cited authors typically rank high in the
author lead/lag index. For example, Michael Jordan has of-
ten published influential work, and the algorithm recognizes
this by ranking him at the top of the list. Of the 1931 authors
in NIPS, the 20 most influential authors according to the au-
thor lead/lag index (Figure 6) in general have a significant
number of publications. Authors that are lower down in
the ranking do not have nearly this number of publications.
The authors that the aggregated lead/lag index identified for
the most part represent well-known, leading names in the
NIPS community. Therefore, we believe that aggregating
the lead/lag index by author leads to a meaningful ranking
of an author’s influence on following work.

By and large, the algorithm works quite well in identi-
fying key, influential authors. There are just 2 cases out of
the top 20 where the authors do not have many citations.
As it turns out, in both cases, the reason is an artifact of the
data used, not our method of computing the author lead/lag
index. Since the NIPS data set is obtained by OCR, we
used an automated string match process to match the names
(same first initial and last name within edit distance of 2).
For both ”D. D. Coon” and ”Harrison Monfook Leong,” the
above name match heuristic combines many names. The
name ”D. D. Coon” here in fact represents many authors
with short names. Similarly, the name ”Leong” has many
similar names in the NIPS data. With a perfect list of who
authored which documents, this phenomenon would disap-
pear. Therefore, we conclude that our method works as ex-

pected, producing a list of well-known, well-published au-
thors.

7. Summary

We propose the problem of analyzing the temporal de-
velopment of document collections for which there is no
meaningful citation data available. As proof of concept, we
propose simple methods that show that this problem is feasi-
ble and interesting. Unlike existing approaches from biblio-
metrics, the new methods are applicable even if no citation
or hyperlink data is available. Using the proceedings of the
NIPS conference as a testbed, Temporal Cluster Histograms
were found to give an accurate and concise summary of the
popularity of topics over time. To identify the papers with
largest influence on topic development, we defined a doc-
ument lead/lag index that is an effective indicator of the
influence of a document. Finally, we extended the influ-
ence analysis to authors by aggregating document lead/lag
indices. These lead/lag scores are the first measures able to
identify key authors and documents in collections that lack
citation information.

We believe that temporal analysis of document collec-
tions is an exciting area that deserves future research. The
methods presented in this paper give evidence that such
analyses are possible even without citation information.
However, more principled approaches are likely to be even
more accurate and could provide more meaningful insights.
For example, currently there is no way to associate influen-
tial documents with clusters in the Temporal Cluster His-
tograms. It would be interesting to identify the set of papers
that are responsible for spawning a new topic cluster. Simi-
larly, it would be interesting to design specialized clustering
algorithms that directly capture the splitting and merging of
topics over time to get an overview of the “flow” of ideas in
the collection. We are planning to explore these questions
in future work.
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