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Abstract content and path locality. However, this choice constrains
the design space for overlay protocols and the approach has
Structured peer-to-peer (p2p) overlay networks providea d some weaknesses with respect to security. An attacker, for
centralized, self-organizing substrate for distributgapica- instance, can intercept traffic from and to an organizatipn b
tions, and support powerful abstractions such as distedut creating nodes that are near the victim organization in the
hash tables (DHTSs) and group communication. However, innamespace. Our aim is to offer an alternative that achieves
most of these systems, lack of control over key placemertontent and path locality while maintaining the advantages
and routing paths raises concerns over autonomy, adminisof random identifier assignment and leveraging other work
trative control, and accountability by participating orgea- on structured overlay protocols, e.g. on secure routing.
tions. Additionally, structured p2p overlays tend to assum  Additionally, most structured p2p overlay protocols as-
global connectivity while in reality, network address tst@  sume that the underlying network is fully connected. In the
tion and firewalls limit connectivity among hosts in difiere  real Internet, however, communication among host in differ
organizations. In this paper, we present a general tech@igqu ent organizations is often constrained. Security firewaatid
that lends structured overlays content/path locality and-s  network address translation (NAT) often prevent nodes-exte
port for NATs and firewalls. Instances of conventional over-rior to an organization from contacting interior ones.
lays are configured to form a hierarchy of identifier spaces |n this paper, we present a general technique to configure
(i.e., rings) that reflects administrative boundaries amd r structured p2p overlay networks into a hierarchy of identi-
spects connectivity constraints among networks. fier spaces that reflects administrative and organizatitmal
mains. The technique provides content locality, path local
ity, and respects connectivity constraints along orgditinal
1 Introduction boundaries. Our solution generalizes existing protocdis w
a single id space, thus leveraging prior work on all aspefcts o
Structured peer-to-peer (p2p) overlay networks provide-ad structured p2p overlays, including secure routing [2].
centralized, self-organizing substrate for distributpglza- The rest of this paper is organized as follows. Section 2
tions, and support powerful abstractions such as disetbut describes in detail the design of our system and explains how
hash tables (DHTs) and group communication [13, 18, 19 messages are routed across multiple rings. Section 3 dis-
20, 22, 15]. Most of these systems use randomized objectusses the costs, benefits and limitations of our technique.
keys and node identifiers, which yields good load balancingSection 4 details related work and Section 5 concludes.
and robustness to failures. However, in such overlays, ap-
plications cannot ensure that a key is stored in the inserter
own organization, a property known esntent locality{13]. 2 Des gn
Likewise, one cannot ensure that a query which originates
within an organizatio® and is resolved to a key thatis stored In this section, we describe a hierarchical configuration of
within O is routed along a path that remains entirely within overlays that reflects organizational structure and cairec
O, a property known apath locality[13]. In an open system ity constraints. Amultiring protocol stitches together the
where participating organizations have conflicting insése  rings and implements global routing and lookup. To appli-
this lack of control can raise concerns about autonomy, adeations, the entire hierarchy appears as a single instdrece o
ministrative authority and accountability [13]. structured overlay network that spans multiple organiresi
The SkipNet [13] structured overlay protocol addressesand networks. The design can be applied to any structured
this problem by assigning node identifiers and keys baseaverlay protocol that supports the key-based routing (KBR)
on the owner’s organization and/or location, thus ensuringAPI defined in Dabek et al. [7].



Our design relies on a group anycast mechanism, suclkages and perform other operations only in rings in which it
as Scribe [5, 6]. Scribe maintains spanning trees consistis a member.
ing of the overlay routes from group member nodes towards The global ring is used primarily to route inter-
the overlay node that is responsible for the group’s idemtifi organizational queries and to enable global lookup of keys,
These trees are then used to implement multicast and anycasthile application keys are stored in the non-global rings.
Scribe can be implemented on top of any structured overlayach non-global ring defines sets of nodes that wish to en-
that supports the KBR API. If the underlying overlay protbco sure content and path locality for keys that they are insgrti
uses atechnique such as proximity neighbor selection [3, 12 into the overlay. In addition, a non-global ring may also de-
then the Scribe trees are efficient in terms of network prox-fine a set of nodes that are connected to the Internet through
imity and anycast messages are delivered to a nearby groupfirewall or NAT box.
member [6]. An example configuration is shown in Figure 2. The nodes
For convenience, we will refer to an instance of a struc-connected by lines are actually instances of the same node,
tured overlay as a “ring”, because the identifier spaces ofunning in different rings. Ring A7 consists of nodes in an
protocols like Chord and Pastry form a ring. However, we organization that are fully connected to the Internet. Thus
emphasize that our design can be equally applied to struceach node is also a member of the global ring. Ring 77 rep-
tured overlay protocols whose identifier spaces do not form aesents a set of nodes behind a firewall. Here, only two nodes
ring, including CAN, Tapestry, and Kademlia [17, 22, 15].  can join the global ring, namely the firewall gateway nodes.
Figure 1 shows how our multiring protocol is layered
above the KBR API of the overlay protocols that implement
the individual rings. Shown at the right is a node that acts
as a gateway between the rings. The instances of structured Global Ring
overlays that run in each ring are completely independent. |
fact, different protocols can run in the different rings|@sy ° e
as they support the KBR API.
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Multiring Multiring|{Multiring| Ring A7

KBR API | kBr API | | KBR AP | ¢ p .

Chord | Chord | | Pastry | Figure 2: Example of a ring structure. Nodes shown in gray are

instances of the same node in multiple rings, and nodes @k lalee
Ring B only in a single ring due to a firewall.

2.2 Gateway Nodes
Figure 1: Diagram of application layers. The two nodes on the
right are actually instances of the same node in two diffeiegs. A node that is a member of more than one ring gageway
node Such a node supports multiple virtual overlay nodes,

one in each ring, but uses the same node identifier (id) in each
. ring. Gateway nodes can forward messages between rings,
2.1 Ringstructure as described in the next section. In Figure 2 above, all of the
+ hodes in ringld\7 are gateway nodes between the global ring
and ringA7. To maximize load balance and fault tolerance,
all nodes are expected to serve as gateway nodes, unless con-
nectivity limitations (firewalls and NAT boxes) prevent it.

The system forms a tree of rings. Typically, the tree cosasis
of just two layers, namely global ring as the root andrga-
nizational ringsat the lower level. Each ring has a globally

uniqueringld, which is known to all members of the ring.
Gateway nodes announce themselves to other members of

The global ring has a well-known ringld consisting of all ze- ’ ’ - al -
roes. It is assumed that all members of a given ring are fullyt€ fings in which they participate by subscribing to an any-

connected in the physical network, i.e., they are not sépara cast (Scribe) group in each of the rings. The group idersifier
by firewalls or NAT boxes. of these groups are the ringlds of the associated rings. In

All nodes in the entire system join the global ring, unless Figure 2 for Instance, a node that 's a member of both the
they are connected behind a firewall or a NAT. In addition, 9/0P@! ring andA7 joins the Scribe groups:
each node joins a ring consisting of all the nodes that belong Scribe groupA700...0n the global ring
to a given organization. A node is permitted to route mes- Scribe grou®000...0in ringld A7



2.3 Routing where more levels of hierarchy are useful. For instance, a

Next q ibe h ted in th ‘ world-wide organization with multiple campuses may wish
ext, we describe now messages are routed In e Syste), o 1o multiple rings for each of its locations in order to

\kNe atisume Itgatfetﬁch'me'ssaghg (;]atrrzlesk, N 'addtltloréltol a ttr? "98Ehieve more fine-grained content locality. In these cases,
€y, the fingid ot the ring In which the key IS stored. 1n the may be advantageous to group these machines into subrings

subsequent section, we will show hOWt.O obtalnthese_rlngIQSof the organization’s ring, further scoping content anchpat
Recall that each node knows the ringlds of all rings in locality

which it is a member. If the target ringld of a message equals In order to provide for such extensions, the ring hierarchy

one of these rlnglgls, the node simply fo.rwards the MeSSa0Gescribed above can be naturally extended. To do so, we view
to the corresponding ring. From that point on, the message.

is routed according to the structured overlay protocol inith finglds as a sequence of d|g|t§ in a configurable “‘?‘?"d
that target ring. each level of ring hierarchy will append an extra digit onto

Otherwise, the node needs to locate a gateway node to th%;\?em:ﬁnlt dr?a?ns d”rglglrg}c;lhu;eg[gin;\zma::ﬁnz t\;v h":h g\év(;]ina
target ring, which is accomplished via anycast. If the nade i g g y y 9s by app 9

. . . digits to their ringld.
a member of the global ring, then it forwards the message via The routing algorithm can be generalized to work in a

anycast in the global ring to the group that correspondsdo th . . . .
Y g g group P multi-level hierarchy as follows. When routing to a desti-

desired ringld. The message will be delivered to a gateway .. . i o
node for the target ring that is close in the physical network gat;?gorlr;?g,nt]h? nr%?;tag'srf;ghrﬁgl;iéo ;ggj';'; Istﬁemf;]rzzz of
among all such gateway nodes. This gateway node then for-" ' Pl 9 9

; : ; verlay routing.
wards the data into the target ring, and routing proceeds ag ; .
before 9 9 gp If the node is not a member &, it must forward the mes-

If the node is not a member of the global ring, then it for- sage to a gateway. First, however, the node must choose

wards the message to a gateway node to the global ring b hich of the ”_Ir_lﬁs i.n Vc\i'hiCh ||3t Is a member;o fc;rwaroclj thef.
sending the message via anycast to the group whose iden nessage in. Is Is done by comparing the shared prefix

fier corresponds to the ringld of the global ring. Routingthe En%th of eachh Ioc(:jal ri?.gldl anhB and pic,;(kingl t.hF ri_ng I‘g’gh .
proceeds as described above. the longest shared prefix. In the case of multiple ringlds wit

As an optimization, it is possible for nodes to cache the IPthe longest prefix, the node should pick the shortest one in

addresses of gateway nodes they have previously obtaine .tallle'zngth.h'T E'? [‘)‘rcl)cesst’gtuatr;;mtdeest'tha;.t the'node pieks th
Should the cached information prove stale, a new gatewayoca ring which 1S “closest™ 1o the destination iRy
Once the node has chosen which local rintp send the

node can be located via anycast. This optimization drditica o e
message in, it the must determine if it should route the mes-

reduces the need for anycast messages during routing. X o
sage up, towards the global ring, or down. This is an easy

computation, as it is dependent only upon the length of the
2.4 Global Lookup shared prefix of. andR.

In the previous discussion, we assumed that messages carry

both a key and the ringld of the ring in which the key (1) route(dst, mg) {

. . 2 . (2) if (local == dst) {

is stored. In practice, however, applications often wish to (3) rout e_nor mal | y(nsg)

lookup a key without knowledge of where the key is stored. (4) } else {

For instance, keys are often derived from the hash of a tex—(g) len = I'ength(local)

tua] name proyided by a human user. In this case, the ring in E 7; if (dst.hasPrefix(local))

which the key is stored may be unknown. (8) forward(substring(dst, |en+l), nsg)
The following mechanism is designed to enable the global (9) el se _

lookup of keys. When a key is inserted into a non-global Ei(l); y forward(substring(local, len-1), msg)

ring and that key should be visible at global scope, a spe- (12) }

cial indirection record is inserted into the global ringttha-

sociates the key with the ringld(s) of the non-global ring(s  Figure 3: The pseudocode for routing between rings, which is
where (replicas of) the key is(are) stored. The ringld(s) of executed at each node along the route.

key can now be looked up in the global ring. Note that in-

direction records are the only data that can be stored in the If R hasL as a prefix, the node should route the mes-
global ring. sage downwards sincde is “below” this ring. Thus, the

node should forward the message via an anycast to the Scribe
group rooted asubstrindR,length’L) + 1). The gateway
node which receives the message can then use the routing
We believe that a two-level ring hierarchy is sufficient in algorithm again in the other ring.

the majority of cases. Nevertheless, there may be situgtion If Rdoes not havé as a prefix, the node should route the

2.5 Multi-level Ring Hierarchies



message upwards, towards the global ring. This is done bylobal ring. All such nodes act as gateway nodes among the
routing the message to the parent ring, or to ring with ringldrings, thus ensuring load balancing, efficient routing asro
substrindL,length’L) — 1). As can clearly be seen, mes- rings, and fault tolerance. In the case of rings behind fire-
sages are routed efficiently by forwarding the message untilvalls, some loss of these properties is unavoidable dueesto th
a ring which is a prefix of the destination ring is found, and limitations of the physical network.
then routing the message downwards towards the destination In an organizational ring, keys can be inserted only by a
ring. member of the same ring, providing organizations with au-
The pseudo-code for routing a messagsgto the ringld  tonomy and authority over their resources. Likewise, #-all
dstat a node in ringldocal is shown in Figure 3. Figure 4, viates the threat of denial-of-service attacks that aimlatdi
below, shows an example a node in ribdA8routing to a  up the storage space, which are a security threat in opesiring
location in the ring53. However, nodes that participate in the global ring mustestor
indirection records and forward routing request on behialf o
arbitrary other organizations. This is unavoidable as sane
source sharing is central to the idea of a cooperative ayerla

%—*\\‘\ network. Our system limits data stored in the global ring to
Global Ring ) indirection records and due to the small size of these regord

space-filling attacks are more difficult to mount.
L4 °

3.1 Performance
Ring D1 Ring 63 » The cost of routing a message within a given ring depends on

® ° 0»\_/' the overlay protocol used within the ring, typical{log N)

routing hops and, if proximity neighbor selection is used, a

5
delay stretch below two.
/—i—Q\ /_@.\ . ] ) ) |
T rma p19e ¢ Ting D1A8 . Routing a message betyveen Mo non-global rings requires
® ° in the worst case, three intra-ring routes plus two anycast

Figure 4: Diagram of a the routing process with multiple levef transmissions. Howevgr, caching of gateway nodes ,e“m"
hierarchy. Gray nodes are gateways, which exist in multipigs nates the two anycasts in most cases. Also, all nodes in non-

and route between them. Numbers 1-5 note the steps in routing 9lobal rings without connectivity constraints are gatesvay
the global ring, thus eliminating the need for one anycadt an
one overlay route if the source is such a node.
With proximity neighbor selection used in the overlay pro-
3 Discussion tocols, the gateways located via anycast are nearby in the
physical network. Thus, the gateway nodes are likely to lie
In this section, we discuss the costs, benefits and limitatio along or near the shortest path from source to destination
of our proposed technique. node in the physical network. Combined with an expected
Partitioning an overlay network into organizational rings delay stretch of under two for the route segments between
affords content and path locality, but reduces diversitpagn  the gateways, this suggests that the total delay stretcénfor
the set of nodes that store a given key. If the diversity ofsod inter-ring route is also around two in the common case. We
in an organizational ring is not sufficient to provide the de- are currently in the process of verifying this hypothesis ex
sired durability of keys, then replicas must be stored ifedif  perimentally.
ent organizations’ rings via an appropriate replica plaeseim In terms of maintenance, the principal overhead of our
strategy. The lookup of keys replicated in this manner pro-system results from the fact that gateways nodes must join
ceeds by first looking up the key in the local ring and shouldmultiple rings, and thus require additional control messag
that fail, looking up the key’s indirection record in the gld  for maintaining the routing state in each ring. In what we
ring, which refers to other rings containing the key. consider the most common case of a two-level hierarchy, the
In deciding on the ring structure, organizations need toworst case overhead is twice that of a single ring. The over-
strike the right balance between content locality and diver head is lower when many nodes are behind firewalls or NAT
sity. An organizational ring should be large enough to conta boxes. Moreover, a large fraction of the additional control
nodes with different physical network links to the Inter et traffic for maintaining non-global rings remains internakt
dependent power sources and locations in different bgklin given organization. Since the basic maintenance overhfead o
if not cities. the most efficient structured overlays has been reducedso le
To retain the robustness of a single global overlay network than half a message per second and node [1], we believe that
all nodes without connectivity constraints should join the the overhead imposed by hierarchical rings is not a concern.



In addition, various optimizations are possible that eitplo API. The release is open source and can be downloaded from
overlap among the routing state of a given node in the dif-http: //freepastry. ri ce. edu.
ferent rings. For instance, the size of the neighbor set,(e.g
leaf set in Pastry, successor set in Chord) can be reduced in
non-global rings, as the global ring can be used to repair & Reated Wor k
non-global ring that has become disconnected due to many
simultaneous node failures. Since the details depend on thhe use of multiple coexisting rings has been described be-
specific overlay protocols used in each ring, we don't discus fore, most notably in the context of Coral [9] and Skip-
them here. Net [13]. In Coral, multiple rings are used to provide data
locality, and are built dynamically using the ping values to
. existing rings as a metric. The system does not provide guar-
3.2 Security antees over data placement and administrative autonomy.

Our system does not constrain the structured overlay proto- Harvey etal. have first articulated the case for content and
cols used in the individual rings. This allows us to leveragePath locality [13]. SkipNet uses location-based id assign-
existing work on secure routing in the presence of malicious™ent in order to provide content and path locality. It em-
participants [2]. The nodeld certificates used in this wank ¢~ PI0YS @ skiplist-based search structure to ensure rotastne
be extended to bind a node’s IP address to both its nodeld an@nd load balancing despite the inherently uneven populatio
ringld. When a node joins an anycast group or offers to for-of the identifier space. However, the system ig more vulnera-
ward a request into a different ring, it presents its cesttic ble to Certaln types of attack;; th'at place maklcpus node near
demonstrating that it is actually a member of the ring in gues the boundaries of an organization's segment in the names-
tion. With both nodeld and ringlds certified, the techniquesPace [13]. Our multiring approach offers an alternative tha
described in Castro et al. [2] can then be applied to our hier£an leverage existing protocols and work on secure routing
archical ring structure. A full analysis, however, rematimns &t the expense of a slighly higher overhead for maintaining

subject of ongoing work. multiple rings. S
Recently, virtual coexisting rings have been used to allow

‘ ‘ nodes to select which services they will opt to run [14]. The
3.3 Locality-based Id Assignment multiple rings are virtualized by providing alternate riogt
mechanisms, allowing a node to route to the nearest live node

The .main_ alternative to our_proposed.technique of h.ierarchi to a given key with the constraint that the node is a member of
cal rings is the use of locality-based id and key assignmenty .artain group. Also, the use of multiple physical rings has

as used, for instance, in SkipNet and a version of CAN [18].yeen giscussed in order to provide universal service discov
The advantage of these techniques is that they can achlev&y and code maintenance [4]. Such work is complementary

content and path_local_ity without the additional mainltqman to this paper, as the issue of path and content locality is not
overhead of multiple rings. On the other hand, obtaining ro-,4qressed in either of these approaches.

bustness and load balancing requires a different protazol d The Brocade [21] system, based on Tapestry, provides

sign (a; n Sk|p.Net), and these systems are more v_ulnerablﬁ.lore efficient routing and path locality by using a secondary
to cgrtam Se?“f'ty attacks. Our approach to hierarchioghr network of supernodes. Each administrative domain chooses
applies to existing structured overlay protocols and ceerle a supernode, and inter-domain routing is accomplished via

age existing work on, for in.stance, secure overlay rou.ting.DHT lookups and landmark routing. This system is comple-
Moreovelr, oursystelm cag -st|tch together rings t.hat rqm:dn‘f mentary to our work as it focuses on routing efficiency and
ent overlay protocols and it respects connectivity coigsa provides neither content nor path locality.

due to NATs and firewalls without additional engineering. Hierarchical peer-to-peer systems have also been explored

in Garces-Erce et al. [10], but only with the goal of imprayin
3.4 Status performance of the overlay network routing performance. A

system of hierarchal rings was mentioned in the SkipNet pa-
The system as described is actively used within POST, ger as a design alternative. The authors opted for a differen
serverless infrastructure for collaborative applicadiortlud-  design due to the overhead associated with routing between
ing email, instant messaging, and shared whiteboards [16]Jmultiple rings. We believe that in our system, this overhisad
Users’ desktops are collectively hosting the service, and o small enough to provide a practical alternative that caarlev
ganizational rings provide content and path locality. age existing work on structured overlays.

An implementation of this system will be available as part Additionally, none of the projects described above ad-
of the upcoming FreePastry 1.4 release. The implementadress the problem of deploying peer-to-peer overlays over
tion is designed using only the KBR API [7], and can be networks with connectivity constraints. Many unstructure
used with any structured overlay protocol supporting thispeer-to-peer overlays [11] solve this problem through net-



work engineering, including push requests and rendezvous|7]
points, but these approaches add complexity and may not
scale. Bryan Ford [8] has attempted to solve this problem

in general with the use of a new network-layer protocol, Un- (8]
managed Internet Protocol (UIP). However, the deployment
of such technology or IPv6, is still, at best, years away.

[9]
5 Conclusions 0]
Structured p2p overlay networks provide a decentralized,
self-organizing substrate for large-scale distributegliap- [11]

tions. However, most of the existing overlays either cannot
ensure content and path locality, or they sacrifice some-secy2]
rity. Also, the Internet has become increasingly fragmeénte
many hosts are not reachable due to firewalls and NATs. We

presented a hierarchical configuration of structured aysrl  [13]
that reflects organizational boundaries and respect ctisinec
ity constraints. A multiring protocol stitches togethegani- (14

zational overlay that can run different overlay protocobistt
support the KBR API. To applications, the entire system ap-
pears like a single structured overlay that provides cdnten
and path locality. Since our solution works with any struc- [15]
tured overlay protocaol, it is able to leverage existing work
e.g., on secure overlay routing.

(16]
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