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Abstract

Constructive type theories generally treat only total functions; partial functions present serious difficulties. In this paper, a theory of partial objects is given which puts partial functions in a general context. Semantic foundations for the theory are given in terms of a theory of inductive relations. The domain of convergence of a partial function is exactly characterized by a predicate within the theory, allowing for abstract reasoning about termination. Induction principles are given for reasoning about these functions, and comparisons are made to the domain theoretic account of LCF. Finally, an undecidability result is presented to suggest connections to a subset of recursive function theory.

1 Introduction

1.1 Background

It has become widely accepted in the past few years that constructive type theory is relevant to many of the concerns of computer science. Such theories have become the core of functional programming languages [10,27] and have influenced the design of procedural languages as well [8,9,14,16]. They have served to organize the study of type disciplines generally [17,22,29], leading to new insights into polymorphism, modularity, and abstractions. Type theory has also played a significant role in proof checking and automated theorem proving [3,7,10,12,15,18,26], and it serves as a knowledge representation language for AI [10,35]. The theory has become central in the study of semantics [11,24,25,32], and it is influencing categorical and domain theoretic approaches to computing theory [21,24,28].

There are however important computing concepts that type theory does not presently treat in a satisfactory manner, in particular partial functions. Four of the most completely presented constructive type theories illustrate this point; they are Martin-Löf's Intuitionistic Type Theory [23], the Cornell type theory in the Nuprl system [10], and the Girard–Reynolds second order type theory [17,29] and its generalizations to the Theory of Constructions [15] and the Theory of Species [34]. Neither Martin-Löf's theory, call itITT, nor the Theory of Constructions, say TC, nor the Theory of Species, say TS, treat the collection of partial functions from a type \( A \) to a type \( B \) as a distinct type. Nuprl does have a primitive type constructor \( \rightarrow \) which given types \( A \) and \( B \) builds a type of partial computable functions from \( A \) to \( B \), \( A \rightarrow B \). This type constructor has shortcomings, however, that are described below.

In the next section we will examine some of the ways that partial functions can be treated in these theories. The lack of a partial function space constructor inhibits comparison of domain theory and type theory because the primitive function space constructor on domains builds just the space of all partial computable functions. The absence of a partial function space in type theory also inhibits comparing a type–theoretic computability theory with the classical theory developed by Turing, Kleene, Church, etc., which has become known as Basic Recursive Function Theory, BRFT. The novel treatment of partial functions presented here leads to results in both of these directions: we can show that the fixpoint induction rule from LCF, a domain-theoretic formalism, is meaningful and valid in type theory, and we show that there are unsolvable problems in the computability theory inside Nuprl.

Partial functions are also important because they arise naturally in practical programming languages. Even if one is interested exclusively in computing total functions, there are nevertheless compact notations which use constructors such as unbounded iteration and general recursion that in certain combinations define diverging computations, and these com-
1.2 Approaches to Partial Functions

1.2.1 Total Functions on Subsets

In algebra a partial function \( f \) from a set \( A \) to a set \( B \) is often construed as a total function \( f:D \rightarrow B \) where \( D \subseteq A \) (\( D \) is the domain of \( f \)). This is the approach taken in Bourbaki[6], for example. This concept can be approximated in ITT by taking the type of partial functions from \( A \) to \( B \), call it \( P(A \rightarrow B) \), as \( \Sigma D \in (A \rightarrow U_1). \Pi z \in (\Sigma y \in A. D(y)). B \). A partial function is a pair \( <D,f> \), where \( D \) is the domain of convergence of the algorithm \( f \), and \( f \) maps pairs \( <a,p> \) to elements of \( B \), where \( a \in A \) and \( p \in D(a) \). This is awkward, especially since we want \( f \) to operate on elements of \( A \). In Nuprl this rendering is somewhat less clumsy because the set type can be used, e.g. \( P(A \rightarrow B) = D:(A \rightarrow \mathbb{U}) \# \{z:A \mid D(z)\} \rightarrow B \).

Partial functions are still pairs, \( <D,f> \), but \( f \) maps elements of \( A \) into \( B \).

\footnote{The set type hides the witness to \( D(z) \), so for example \( 0 \in \{z:\text{int}|z\leq 5\}. \)}

1.2.2 Untyped Algorithms

A further refinement of the above idea is possible in Nuprl. All of the terms of the untyped lambda calculus are available in the computation system, including terms untypable directly in the theory such as the \( Y \)-combinator. The Nuprl term \( \text{fix}(f,z.b) \) is computationally equivalent to \( Y(\lambda f.\lambda z.b) \), and is more concise. Terms built from the \text{fix} term can be typed in Nuprl (but not in ITT) because there are so-called direct computation rules which permit computation on terms as part of an argument to show that they are well-typed. The point is illustrated by a simple example:

\[ F \equiv \text{fix}(f,x.\begin{cases} 0 & \text{if } x=0 \\ \lambda y.1 & \text{else } f(x-1) \end{cases}) \]

is of type \( N \rightarrow (N \rightarrow N) \), where \( N \) is the natural numbers. This can be proved by induction on \( N \). In the induction case, assume that \( F(x-1) \) is in \( N \rightarrow N \). To show \( F(x) \in N \rightarrow N \), perform a step of direct computation, which reduces the term to \( F(x-1) \), whereupon we may apply the induction hypothesis. In a system like ITT without direct computation rules, the reductions must be treated as equalities \( a = b \in A \), and this requires that \( a \in A \) and \( b \in A \) are known. But in this case, \( a \in A \) is not known until \( a \) is reduced to \( b \).

1.2.3 Inductive Functions

The combination of untyped algorithms (\( \lambda \)-terms) and subtypes provides a flexible mechanism for defining partial functions, but this is not the only possibility. For example, in set-theoretic terms we can speak of defining a partial function and its domain of convergence by simultaneous induction. This will allow us to prove properties of the function by induction on the structure of the domain. For example, the function \( \text{fix}(f,x.\begin{cases} \text{even}(x) & \text{then } x/2 \\ \text{else } f(f(3 \ast x+1)) \end{cases}) \) can be treated as a graph, say \( F(z,y) \), and defined inductively, or it can be treated as a function from \( D \) to \( N \), where \( f \) and \( D \) are defined recursively. Examples of the two approaches are given below.

Functions-as-graphs:

\[ F(z,y) = (\begin{cases} \text{even}(z) & \text{& } y = z/2 \\ \text{odd}(z) & \text{& } \exists z.F(3 \ast z + 1, z) \text{ & } F(z,y) \end{cases}) \]

\[ D(z) = \exists y:N.F(z,y) \]

Functions-as-recursion:

\[ f(z) = \begin{cases} \text{even}(z) & \text{then } f(z/2) \text{ else } f(f(3 \ast z + 1)) \\ \text{odd}(z) & \text{& } (3 \ast z + 1) \in D \text{ & } f(3 \ast z + 1) \in D \end{cases} \]

In constructive type theory, functions cannot be identified with the graphs of their relations, and only
the second style of mutual recursive definition is possible. This is expressible in theories such as Nuprl which permit the simultaneous definition of a type and a function over that type. The "3x+1" function and its graph are mutually defined in Nuprl as:

The function f:

\[
\text{fix}(f,x.\text{if } x=1 \text{ then } 0 \text{ else if even}(x) \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{ then } x/2 \text{ else } f(3*x+1))
\]

The graph D:

\[
\lambda x'.\text{rec}(F,x.\text{if } x=1 \text{ then true else} \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{ if even}(x) \text{ then } F(x/2) \text{ else } F(3*x+1);x')
\]

We know that \( f \in \{z:N|D(z)\rightarrow N \}. \) Although it is not known that this function is total, we can prove by induction on \( D \) that \( \forall x:N.(D(x) \Rightarrow f(x) = 0 \in N). \) Such inductive arguments are not available in any of the treatments of partial functions discussed above.

This inductive approach to partial functions is discussed in [10]. In the case of partial functions from \( A \rightarrow B, \) denoted \( A \rightarrow^* B, \) which do not use higher order functions, this theory appears adequate. For this restricted class of types, there is a procedure for automatically computing from the algorithm \( f \) a recursive predicate \( \text{dom}(f)(x) \) which defines exactly the subtype \( \{z:A|\text{dom}(f)(x)\} \) on which the algorithm converges. However, these exact domains are not computable in general. For example, a function such as

\[
\text{fix}(f,x.\text{if } x=0 \text{ then } \lambda y.1 \text{ else } \lambda y.f(x+1)(y))
\]

presents difficulties. \( \lambda y.f(x+1)(y) \) is a canonical value, so it appears that the exact domain would be given by \( \lambda y.\text{rec}(F,x.\text{if } x=0 \text{ then true else true};y) \). However, the function clearly does not return a total function as its value.

### 1.2.4 Total Functionals

In an attempt to characterize the domain of a partial function exactly, we would like to introduce a relation such as \( f(x) \text{ in! } B \) to mean that \( f(x) \) converges and the result lies in \( B. \) With this predicate defined, the exact domain of a partial function from \( A \rightarrow B \) would be \( \{z:A|f(z) \text{ in! } B\}. \) But in order for the relationship to make sense, \( f \) must be assigned a type, say as a partial function. In order for that type to make sense, there must be an equality relation defined on it. But equality should mean that the functions are equal where they converge, and to speak of convergence, \( f(x) \text{ in! } B \) must be defined. One way to break the circularity is to only consider partial functions from \( A \rightarrow B \) of the form \( \text{fix}(f,z.b), \) where \( \lambda f,z.b \) is a total functional mapping \( A \rightarrow B \) to \( A \rightarrow B, \) and to define \( \text{fix}(f,z.b) = \text{fix}(f,z.b') \) iff \( \lambda f,z.b' \in (A \rightarrow B) \rightarrow (A \rightarrow B). \) Such a theory is sound, but it does not allow unrestricted nesting of partial functions in the bodies of other partial functions. However, it does show that a theory of partial functions with exact domains is possible. We offer the theory described below as a better alternative.

### 2 The Theory

#### 2.1 Overview

Our goal is to define a general theory of partial objects with a wide range of applications. One of the key requirements is that it compare favorably with PPA from LCF [18]. In the theories discussed here, we in fact have a class of types richer than those in LCF. It is also important to be able to exactly characterize termination within the theory and for there to be induction principles comparable to those of PPA. It remains an open question to compare these function classes with higher type function classes studied by recursion theorists [19,31].

The key idea in solving this problem is to allow possibly nonterminating objects to inhabit some types; such a theory may be called a partial type theory. Corresponding to every type \( T \) in the underlying total theory there is a type \( \overline{T} \) consisting of computations of elements of \( T. \) From a metalevel, the elements of \( \overline{T} \) are terms in the underlying computation system which if they converge denote elements of \( T. \) Diverging terms are thus members of any type \( \overline{T}. \) From the object level, elements of \( \overline{T} \) denote partial recursive computations, but the theory does not address the structure of the computation beyond giving a type to its final value. These computations are nevertheless mathematical objects. Given a type \( T \) of Nuprl, the bar type operator allows the type \( \overline{T}, \) which may contain diverging terms, to be formed. Types such as \( T\#\overline{T} \) may also be formed, allowing nontermination to be localized. We also define a termination predicate \( t \text{ in! } T \) which asserts that \( t \) is a term that in fact terminates. This will allow us to abstractly reason about termination in the theory.

In this section, we will present the basic mathematical notions underlying the concept of partial types. We first will review the relational semantics of Stuart Allen [1,2] which serve as a foundation for predicative type theories. A simple theory will be defined which illustrates the essential ideas of this semantics. Then we will show how partial types may be added to this theory. Among the metatheorems proved are those which validate basic inference rules, including some forms of fixed point induction. This provides a comparison with LCF. We also illustrate a method of doing recursion theory in this context by proving
a version of the unsolvability of the halting problem for functions in \textsf{int}$\to$\textsf{int}.

2.2 Relational Semantics for Type Theories

Elsewhere in this volume\cite{2}, Stuart Allen defines semantics for Martin-Löf's ITT\cite{23}; this semantics will also serve as the foundation for the partial type theory that is the object of this study. The types and their inhabitants (i.e., members) are defined inductively, so for example if $A$ and $B$ are known to be types and the inhabitants and equalities thereupon are also known, the function space $A \to B$ may be defined to be a type and its inhabitants and equality relation in turn defined. The situation is less obvious for dependent types, for it may not be clear that our definition is inductive. For this purpose we need to explicitly define the order in which the types of the theory are to be constructed. A type theory may be said to be a two-place relation $\Theta$ with $\Theta T \in$ meaning $T$ is a type in the theory $\Theta$ and has equality and membership relation $\varepsilon$. Allen defines a monotone mapping $\mathcal{M}$ which given a type theory $\mathcal{N}$ defines a new theory $\mathcal{N}'$ which extends $\mathcal{N}$. The least fixpoint of this mapping $\mathcal{M} = \mathcal{M} \mathcal{N}$ defines the complete type theory $\mathcal{N}$. By adding partial type constructors to the mapping, semantics for a partial type theory will be obtained. Here less formal semantics, which are not obviously inductive yet which are much more readable, will be used to define a Simple Type Theory, STT, which is a manageable subtheory of Nuprl. In section 2.3, STT will then be extended to a Simple Partial Type Theory, SPTT. The STT types are the type of integers $\textsf{int}$, the product constructor $A \times B$, and the dependent function space constructor $x : A \to B$ ($x$ may occur free in the type $B$), also known as a II-type.

Beneath the type theory lies an untyped computation system which, in the case of STT, is simply the untyped $\lambda$-calculus with integers and pairing. The terms are listed in figure 1.

The reduction strategy used is lazy or head-reduction, and many features of the theory hinge on this fact; other reduction strategies yield different theories. Terms are divided into two classes, canonical and noncanonical terms, as delineated in figure 1. Canonical terms are reduced no further in lazy evaluation, for the outermost form is not a computation. Types may themselves be objects of computation in

Canonical terms:
integers $0, 1, -1, 2, \ldots$
$\lambda$-abstraction $\lambda x.b$, pairing $\langle a, b \rangle$
type expressions $\textsf{int}$, $A \# B$, $x : A \to B$

Noncanonical terms:
$a \int b \int op \equiv a \cdot b \int t \equiv \text{mod}$
decision terms $\text{int.eq}(a;b;t;f)$, $\text{less}(a;b;t;f)$
application $a(b)$, projections $a.1$ and $a.2$

Figure 1: The Terms of STT

$a \leftarrow t$ iff $\text{eval}(t) = a$, where $\text{eval}$ is defined as:

\[
\text{eval}(t), \text{ where } t \text{ is any canonical term } \equiv t
\]
\[
\text{eval}(a \int b \int op) \equiv \text{eval}(a) \int \text{eval}(b)
\]
\[
\text{eval}(\text{int.eq}(a; b; t; f)) \equiv \text{if } \text{eval}(a) = \text{inteval}(b) \text{ then } \text{eval}(t) \text{ else } \text{eval}(f)
\]
\[
\text{eval}(<a; b; t; f>) \equiv \text{if } \text{eval}(a) < \text{inteval}(b) \text{ then } \text{eval}(t) \text{ else } \text{eval}(f)
\]
\[
\text{eval}(a(c)) \equiv \text{if } \text{eval}(a) = \lambda x. b \text{ then } \text{eval}(b[c/z]) \text{ else error}
\]
\[
\text{eval}(a.1) \equiv \text{if } \text{eval}(a) = b, c \text{ then } \text{eval}(b) \text{ else error}
\]
\[
\text{eval}(a.2) \equiv \text{if } \text{eval}(a) = b, c \text{ then } \text{eval}(c) \text{ else error}
\]

Figure 2: The Evaluation Strategy of STT

this theory ($\text{int.eq}(5; 7; \text{int}; \text{int#int})$ is a type), so the type constructors are included in the class of canonical terms. We write $a \leftarrow t$ to indicate that term $t$ head-reduces to a canonical term $a$. This relation is formally defined in figure 2. Note that $t \leftarrow t$ for all canonical $t$, and that there is no $a$ where $a \leftarrow <a, b> + 3$ or $a \leftarrow (\lambda x. x(x))(\lambda x. x(x))$.

To define STT, we define relations for what our types are ($T$ type), when objects inhabit a type ($t \in T$), and when objects are equal elements in a type ($t = t' \in T$). We can in fact combine the last two to simplify things: $t \in T$ means $t = t \in T$. It suffices to define these relations for closed terms only, for an open term has a meaning given by the meaning of a class of closed terms.

Definition 1. STT is defined as follows:

$T$ type iff int$\leftarrow T$
or $\exists A, B. A \# B \leftarrow T & A$ type & $B$ type
or $\exists A, x, B. x : A \to B \leftarrow T & A$ type &
\forall a. B[a/x] type if $a \in A$

$t = t' \in T$ iff int$\leftarrow T \& \exists n. n \leftarrow t & n \leftarrow t'$
or $A\#B \Rightarrow T \&: A\#B$ type
\[ & \exists a', b', \langle a, b \rangle \rightarrow t \& \langle a', b' \rangle \rightarrow t' \& \\
& a = a' \in A \& b = b' \in B \]
or $z: A \rightarrow B \Rightarrow T \& z: A \Rightarrow B$ type
\[ & \exists y, y', b, b'. \\langle y, y', b \rangle \rightarrow t \& \langle y', b' \rangle \rightarrow t' \& \\
& \forall a, a'. b[a/y] = b'[a'/y'] \in B[a/z] \]
if $a = a' \in A$

$t \in T$ iff $t = t \in T$

The following facts are true in STT:

**Fact 1** $(3 + (5 \cdot 2)) = 13 \in (\forall x. x) (\text{int})$

The type expression reduces to int; $13 = (3 + (5 \cdot 2))$, and 13 is an integer.

**Fact 2** $(\forall z. \langle z, 2, z \cdot 1 \rangle) \in \text{int} \# \text{int}
\langle 7, 6 \rangle \cdot 2, \langle 7, 6 \rangle \cdot 1 = (\forall z. \langle z, 2, z \cdot 1 \rangle) \langle 7, 6 \rangle$, so for this term to be in int\#int it must be the case that $\langle 7, 6 \rangle \cdot 2 \in \text{int}$ and $\langle 7, 6 \rangle \cdot 1 \in \text{int}$, facts that follow trivially once we compute these terms to canonical form.

**Fact 3** $Y^3(\forall q, z.
\text{int} \cdot \text{eq}(z, 0, 0; \langle z, q(z-1) \rangle)) \in z: \text{int} \rightarrow Y(\forall q, z. \text{int} \cdot \text{eq}(z, 0, 0; \text{int} \# q(z-1))) (z)$

Our type is well-formed because for every integer $x$, we get on the right hand side of the arrow an $x$-ary product of int types, each of which is a type. To prove membership, we must show that for an arbitrary integer $n$ that the function applied to $n$ is in the range type. This fact follows by induction on the integers.

We may use this semantics to justify rules for a logic. There will be a class of rules by which types are defined, and for each kind of type there are introduction and elimination rules. We also have a computation rule which allows terms to be reduced. If we wished to use the Y-combinator in the manner of the example above, rules for this would also be needed.

### 2.3 Partial Types

We wish to define a new class of types, partial types, embodied in the bar operator $\overline{T}$ on type $T$. The type $\overline{T}$ is inhabited by terms which may not converge under head-reduction. If a term $t \in \overline{T}$ does converge, however, it must inhabit $T$. The inhabitants of the types $\overline{T}$ are thus defined in terms of the inhabitants of $T$. This is the reverse of domain theory, where total objects are understood in terms of partial entities. As will be seen below, this approach fits in nicely with our semantic definitions.

The bar operator allows us to capture precisely the points in computation where divergence is accepted. For example, the type int\#int is inhabited by terms which all must converge to pairs $\langle a, b \rangle$ (such as the meaning of # types). The first element of the pair converges to an integer while the second element, if it converges, is an integer. The type int\#int, however, contains terms which may diverge. Yet once a term in this type converges, the result must be a pair of int's. The domain-theoretic partial objects amount to putting bars over all subtypes in an expression, as with int\#int: diverging terms, pairs with one or two diverging elements, and pairs of integers all inhabit this type. A partial type theory thus has a more refined notion of convergence than domain theory.

It is not precise to say a function is a partial function, for there are many possibilities: $A \rightarrow \overline{B}$, $A \rightarrow B$, $\overline{A} \rightarrow B$, and $\overline{A} \rightarrow \overline{B}$ could all be said to be partial functions, and each type has a slightly different meaning. However, the type which most closely corresponds to the programming language notion of partial function is $A \rightarrow \overline{B}$: all inhabitants of the type converge to $\lambda$-terms $\lambda z. b$, but upon applying elements $a \in A$, $(\lambda z. b)(a)$ inhabits the type $\overline{B}$, admitting the possibility of divergence. This is the type we will hereafter refer to as a partial function space.

**Definition 2** The following equations extend STT to a Simple Partial Type Theory, SPTT:

$t \downarrow^4 \text{iff } \exists a. a \rightarrow t$

$t \simeq t' \text{ iff } (t \Downarrow t' \Downarrow)$

$\overline{T}$ type iff $T \Downarrow T$ type

$t = t' \in T \text{ iff } T \text{ type } \& t \simeq t' \& (t, t' \Downarrow^5 \Rightarrow t = t' \in T)$

These equations are in fact very similar to those used to extend Nuprl to be a partial type theory; the semantic equations for Nuprl are discussed in section 2.5. $t \in \overline{T}$ means $t \in \overline{T}$, which can be seen to mean $t \Downarrow \Rightarrow t \in T$. Two terms are said to be equal members in a bar type if when we know one converges, the other does, and if they both do converge, they are equal members of the (base) type $T$. One fact that follows from this is that any two diverging terms are equal members of any bar type. This corresponds to our intuition that one diverging term is as good as another, and hereafter they will all be represented by the generic symbol $\bot$.

\footnote{This relation is the formal definition of what is informally meant when we state that $t$ terminates, converges, or halts.}

\footnote{$t, t' \Downarrow$ means $t \Downarrow \& t' \Downarrow$}
Typehood for partial types should at least allow $T$ to be a type when $T$ is, but is this sufficient? Consider the possible type $\text{int}\to\text{int}\cdot\text{eq}(z;0;\text{int};\text{int}\#\text{int})$: if $z$ diverges the int\cdot eq computation will diverge as well, and the resulting expression will not be a type. It would be better to extend our notion of typehood for bar types: for $T$ to be a type, $T$ must be a type provided it converges. The above expression is then a type; so $(\bot)$ is also a type.

Observe the following fact about the semantics: the meaning of type $T$ is clearly defined in terms of the type $T$ only. Thus, we will be able to formulate an inductively defined partial type theory in the spirit of Allen[2].

2.3.1 Facts About Partial Types

The following elementary facts about partial types give insights into the theory and also correspond to basic rules likely to be found in an implementation of a partial type logic.

**Fact 1** $t \in T$ implies $t \in \bar{T}$

**Fact 2** $t \in \bar{T}$ and $t$ is a canonical term implies $t \in T$

**Fact 3** $\forall T. \ T \text{ Type implies } \bot \in \bar{T}$

**Fact 4** $t = t' \in \bar{T}$ and $t \in T$ implies $t = t' \in T$

**Fact 5** $f \in A\to\bar{B}$ and $a \in A$ implies $f(a) \in \bar{B}$

Recall from the definition of $\to$ that $f' \in A\to\bar{B}$ means $\forall a. a \in A$ implies $f'(a) \in \bar{B}$, which means $f'(a)\bot$ implies $f'(a) \in \bar{B}$. To prove the fact above, suppose $f(a)\bot$; this means $f\bot$ because the first step of the reduction algorithm is to reduce $f$, so $f \in A\to\bar{B}$; by the above, $f(a)\in \bar{B}$ would hold.

**Fact 6** $f \in A\to\bar{B}$ and $a \in A$ does not necessarily imply that $f(a) \in \bar{B}$

For example, take $f = \lambda z. \langle z, 1 \rangle \in \text{int}\to\text{int}\#\text{int}$: $\bot \in \text{int}$, but $f(\bot) = \langle \bot, 1 \rangle \in \text{int}\#\text{int}$ is a contradiction.

2.4 Inhabiting $\bar{T}$ Types

The interest in a partial type theory centers on the ability to define partial functions like $Y(\lambda f. \langle z, 1 \rangle).$ if $z = 0$ then $1$ else $f(z-1)\times z) \in \text{int}\to\text{int}$. We need a principle which allows such functions to be formed freely in the logic. To express recursive computation concisely we introduce a new canonical term, $\text{fix}(q,z,b)$, which has computational behavior identical to $Y(\lambda f. \langle z, 1 \rangle. f\times z)\Rightarrow f[\text{fix}(q,z,b), a/q,z]$. In programming languages, recursive functions are typed by assuming all recursive calls are of the proper type:

$q \in A\to\bar{B} \Rightarrow \lambda z. b \in A\to\bar{B}$

$\text{fix}(q,z,b) \in A\to\bar{B}$

We would like to have such a principle in type theory, but it does not follow trivially from the semantics.

To get started, we may observe the following: we know $\forall z. \bot \in A\to\bar{B}$, so given the assumptions above the line and letting $q$ be $\forall z. \bot$, we have $\forall z. b\langle \bot, 1 \rangle \in A\to\bar{B}$; this function may in turn be $q$ in the above, etcetera. Thus all of the unrollings of the function inhabit $A\to\bar{B}$. These finite approximations for a functional $f$ are often written as $f^k(\bot)$; we will note unrollings over a fix body $b$ with $q$ and $z$ free in it as $b^k$. By induction, we may show $\forall k. b^k \in A\to\bar{B}$, so all finite approximations of a fix term are properly typed.

Consider the case where the type $A\to\bar{B}$ is $\text{int}\to\text{int}$. For arbitrary $q \in \text{int}\to\text{int}$ and $z \in \text{int}$, it is known that $b \in \text{int}$; we wish to show $\text{fix}(q,z,b) \in \text{int}\to\text{int}$. By the definition of $\to$, this means showing $\forall n. \text{fix}(q,z,b)(n) \in \text{int}$, which is by the definition of the bar operator means $\text{fix}(q,z,b)(n)\bot$ implies $\text{fix}(q,z,b)(n) \in \text{int}$. In programming language terms, if our recursive program terminates, the stack size must have had some maximum depth $k$ over the computation. Analogously, given the fact that the fix term terminates, $b^k(n)$ must also terminate for some $k$, giving the same value as $\text{fix}(q,z,b)(n)$. $b^k(n) \in \text{int}$, so $\text{fix}(q,z,b)(n) \bot$ as well.

If the codomain type $\bar{B}$ is more complex, this approach falls short because there could be free occurrences of the fix term in the resulting canonical form. Consider showing $\text{fix}(q,z.\langle q(z), 2, 7 \rangle) \in \text{int}\to(\text{int}\#\text{int})$: this means that for arbitrary integer $n$, $\langle \text{fix}(q,z,b)(n), 2, 7 \rangle \in \text{int}\#\text{int}$. However, all we have for the approximations is $\forall k, n. b^k(n). 2, 7 \in \text{int}\#\text{int}$. In the case for the simple type $\bot$ above, for large enough $k$ the values of $b^k(n)$ and $\text{fix}(q,z,b)(n)$ were identical. Here, however, the two terms will never be identical for any $k$. What we need to do is to apply the argument used above on each element of the pair: we know $\forall k. b^k(n) \in \text{int}\#\text{int}$ by the definition of $\#$, and we would like to $\text{fix}(q,z,b)(n). 2 \in \text{int}$. Assume the fix computation terminates: the reasoning then parallels the above, for $b^k(n)$ must terminate for some $k$. Thus, $\text{fix}(q,z,b)(n). 2 \in \text{int}$, which after putting the pair back together gives the result.

In general, the following principle can be proven valid in SPTT:

**Theorem 1** (fix introduction)
∀g:A→B. \exists.b ∈ B
\text{fix}(q,z.b) ∈ A→\overline{B}

The proof proceeds by induction on the semantic type structure. The \text{int} and A#B cases are sketched above, and the z:A→B case proves no more difficult.

### 2.5 The Nuprl Type Theory

Ultimately, partial types should be a component of a powerful logic such as Nuprl, so after briefly describing some of the features of Nuprl not found in STT, we will explain how Nuprl may be extended to a partial type theory.

The principle of treating types as propositions allows us to reason in the Nuprl theory. Empty types are false propositions, and inhabited types are true ones. Equality is extended to types as well; type equality is intensional in Nuprl as opposed to the extensional equality of ITT.

Some of the new types not found in STT are:

#### equality types t=t' in T are types which reflect the equalities t = t' ∈ T back into the type theory. These types are well-formed when t and t' inhabit T and are inhabited only when t = t' ∈ T.

#### dependent products z:A#B (with z free in B), also known as dependent sums or sigma types, are useful as type constructors and also allow existential propositions to be represented.

#### empty type void, which is uninhabited and represents the unprovable proposition false.

#### other types A|B, \{z:A|B\} and list A are disjoint unions which represent disjunction, set types which hide information, and list types.

#### universes Ωk are a hierarchy of type universes which allow predicates and other higher-order objects to be treated abstractly. Ω1 is a type which is inhabited by all "base" types; types inhabiting Ω2 may treat Ω1 itself as a type, so abstract predicates inhabit A→Ω1, which in turn inhabits Ω2. To be a type is to inhabit some universe Ωk. Equality on universe types is the intensional type equality mentioned previously.

The semantics for partial types in Nuprl are the same as the definitions for SPTT with in addition definitions of type equality and universe inhabitation for bar types:

\[ T = T' ∈ \overline{Ωk} \text{ iff } T = T' ∈ \overline{Ωk} \]

\[ T = T' ∈ \overline{Ωk} \text{ iff } T = T' & (T,T' \downarrow ⇒ T = T' ∈ Ωk) \]

Rules for bar types have been formulated to extend Nuprl, although they have yet to be implemented. The Nuprl partial type theory will be the theory the rest of this paper refers to.

### 2.6 Abstract Reasoning About Termination

It is desirable to make abstract statements concerning the termination of a particular term, for example: \("f(7)=5" provided \(f\) terminates everywhere\). The first attempt at writing this in Nuprl is (\(\forall x:\text{int}.f(x)\) in \(\text{int}\)→\(f(7)=5\) in \(\text{int}\)). For this term to be admitted as a proposition, it must be shown to be a type; this requires \(f(n)\) in \(\text{int}\) to be a type for all integers \(n\); by definition, \((f(n)\) in \(\text{int}\)) Type iff \(f(n)\) in \(\text{int}\). Writing this statement thus asserts its truth, so another form of expression must be found. Attempts to directly reflect termination \(f(x)\downarrow\) into the theory will fail because there is no way we can admit such expressions as types and keep the theory sound. The solution is to define a typed termination predicate.

**Definition 3** The termination predicate \((a \text{ in } A) ∈ Ωk\) iff \(a ∈ \overline{A}\)

\[ t ∈ (a \text{ in } A) \text{ iff } (a \text{ in } A) ∈ Ωk \text{ & axiom→t & a ↓} \]

\((t \text{ in } T)\) is a type when \(t\) inhabits \(T\) and is true when \(t\) converges; this allows us to sensibly hypothesize termination, writing the above example as \((\forall x:\text{int}.f(x)\) in \(\text{int}\)→\(f(7)=5\) in \(\text{int}\), assuming that we know \(f \in \text{int}\rightleftharpoons\text{int}\). There are a multitude of uses for this predicate, some of which will be seen in the next section.

### 2.7 Induction Principles

There is a wide assortment of induction principles applicable to partial types. All of the principles discussed here will be for partial functions \(A→\overline{B}\), and although principles for other types may be derived, what we do come up with is in fact quite general.

#### 2.7.1 Computational Induction

If a recursive function \(\text{fix}(q,z.b)\) is known to terminate upon application of \(a\), the trace of the recursive calls will form a finite-depth, finitely-branching tree. This structure is well-founded, so induction principles may be formulated for it: if \(\text{fix}(q,z.b)(a)\)
terminates and we wish to show some property $P[\text{fix}(q,z.b)(a)]$, it suffices to show $P[b]$ holds for arbitrary $q$ and $z$, under the assumption that $P$ is true for all values of the function called recursively in $b$. Since all recursive calls eventually terminate, our induction is well-founded. More formally,

$$
\forall q:A \rightarrow B, \forall z:A.
(\forall z':A. \ "q(z') called in b" \Rightarrow P[q(z')]) \Rightarrow P[b]
$$

The induction hypothesis is valid only for those $q(z')$ which are known to be on the computation path. If $q(z'')$ diverged, $P[q(z'')]$ could be false.

This principle may be proven sound by induction on the structure of the computation $\text{fix}(q,z.b)(a)$, known to terminate by hypothesis.

For this rule to be implemented we need to be able to recognize when a particular $q(z')$ is on the computation path, and there is no mechanism in the logic which could perform such a task: intensional term analysis is required. But it is not difficult to recognize the class of terms which must recursively call $q(z')$ at the meta-level; for example, if $b$ computes to $q(z')$ or $q(z') + 5$ or $\text{int.eq}(q(z') ; b ; t ; f)$, $q(z')$ must be computed. However, not all terms with $q(z')$ free must compute it, for example $<q(z') , b>$: this computation has already terminated. In general, if $b$ computes to any term $t$ specified by the following grammar, we know $q(z')$ lies on the computation path, and the induction hypothesis is valid at that point:

$$
t \rightarrow q(z')
$$

$$
X \rightarrow (\text{any term})
$$

$$
t \rightarrow t + * - \mod X
$$

$$
t \rightarrow X + * - \mod t
$$

$$
t \rightarrow t
$$

$$
t \rightarrow \text{int.eq}(t ; X ; X ; X)
$$

$$
t \rightarrow \text{int.eq}(X ; t ; X ; X)
$$

$$
t \rightarrow \text{less}(t ; X ; X ; X)
$$

$$
t \rightarrow \text{less}(X ; t ; X ; X)
$$

$$
t \rightarrow \text{ind}(t ; u ; v . X ; X ; u ; v . X)
$$

$$
t \rightarrow \text{decide}(t ; z . X ; X ; u . X)
$$

$$
t \rightarrow \text{spread}(t ; z ; X ; X)
$$

$$
t \rightarrow t(X)
$$

Because this language is decidable, our rule may check that $t$ is of this form before allowing the induction hypothesis to be applied.

An interesting consequence of this approach is that the refinement-style sequent judgement $>> P$ of Nuprl needs to be reinterpreted to allow for such a rule. In

---

4 $P$ is a one-place predicate with the argument in braces.

7 Under the propositions-as-types principle, $\forall x:A.B$ is represented by the type $x:A \Rightarrow B$, and the proposition $A \Rightarrow B$ is represented by the type $A \Rightarrow B$.

---

the subtrees below the induction rule invocation, the judgement form is $>> P[b]$, which has a new rule that allows for the induction hypothesis to be applied to terms $t$ that meet the above criterion. Our sequents thus become dependent sequents. Perhaps there are other interesting dependent-sequent rules.

There is a classical computational induction rule worth mentioning:

$$
\forall q:A \rightarrow B, q:A. \ (\forall z:A. P[q(z')]) \Rightarrow P[b] \Rightarrow P[\text{fix}(q,z.b)(a)]
$$

Because we know classically that our fix term either converges or diverges, we do not need to require that all applications of the induction hypothesis terminate; we merely prove $P[\bot]$, so our predicate is true even when the function diverges.

There is a novel form of induction for partial type theory, partial computational induction:

$$
\forall q:A \rightarrow B, q:A. \ (\forall z'A. P[q(z')]) \Rightarrow P[b] \Rightarrow P[\text{fix}(q,z.b)(a)]
$$

This rule is similar to the classical rule in that it is not necessary to restrict attention to calls that terminate. We can justify this because our predicate $P$ is a bar type, and its inhabiting object may not converge. In fact, if we apply the induction hypothesis to some $q(z'')$ that diverges, the object inhabiting $P$ will diverge as well. Why bother to inhabit $P$ when this type has no logical meaning as it is always inhabited? This is because if the inhabitant of $P$ does converge, we will have a proof of the proposition $P$. Such a proof may be called a partial proof, for it is only a real proof if the inhabiting object converges. Such proofs give a different characterization of partial correctness, and deserve further study.

### 2.7.2 Fixpoint Induction

The most widely used induction principle in theories such as PPLA is fixpoint induction:

$$
P[\lambda z. \bot] \Rightarrow \forall q.P[q] \Rightarrow P[\lambda z.b] \Rightarrow P[\text{fix}(q,z.b)]
$$

This rule is very concise and powerful, but it is only valid for a restricted subclass of the predicates $P$, the admissible $P$'s. If $P$ is continuous with respect to the limit of the finite approximations $b^k$, the rule is valid for that $P$. Because many predicates are continuous, this is a useful rule.

There is an analogue of fixpoint induction in partial type theory, although the class of admissible predicates is different. Because the type structure of Nuprl is so rich, even simple predicates may not be admissible if the type of the function is complicated. The types of PPLA are simple enough that this is not
an issue, but it makes admissability conditions more baroque in Nuprl. Also, the term extracted to justify this rule would not be expressible in the current type theory because some intensional term analysis is required. Thus the proposition \( P \) could not be treated as a type if a fixpoint rule were to be implemented. Such problems illustrate disadvantages with the propositions-as-types paradigm.

3 Computability Theory

3.1 A Comparison to BRFT

Basic recursive function theory is a theory of partial computable functions on the natural numbers \( N \); it is well-known and highly developed\[30\]. Our theory can be understood by comparison facts about the type \( N \rightarrow \overline{N} \) constitute a theory of partial computable functions on \( N \). First it is interesting to know that our theory is talking about the same objects. We can prove

**Theorem 2** If \( \phi \) is a partial recursive function from \( N \) to \( N \), then there is a term \( f \) of Nuprl such that \( f \in N \rightarrow \overline{N} \) and for all \( n, m \) in \( N \), \( \phi(n) = m \) iff \( f(n) = m \in \overline{N} \).

In BRFT we proceed by defining an indexing of the partial recursive functions, \( \{\phi_i\} \). This would correspond to defining a function \( e: (\eta: N \rightarrow N \rightarrow (N^n \rightarrow \overline{N})) \) which is onto and which satisfies the S-m-n theorem and the universal machine theorem. It is possible to add axioms to Nuprl which approximate this concept. We may postulate an enumeration axiom:

\[ \exists e: (\eta: N \rightarrow N \rightarrow (N^n \rightarrow \overline{N})). \forall f: N^n \rightarrow \overline{N}. \]

\[ \downarrow (\exists \eta: e(\eta)(i) = f \text{ in } N^n \rightarrow \overline{N}) \]

where the operation \( \downarrow \) is called the squash operator. This operation uses the set type to hide the witness to \( \exists \eta: N \) (see \[10\] for details of this operator), for the witness is not directly expressible in Nuprl. We can also axiomatize the S-m-n relation. This realizable axiom leads to one version of recursive function theory, a theory which is similar to BRFT.

It is also possible to consider a theory in which \( N \rightarrow \overline{N} \) is not enumerable by postulating the negation of the enumeration axiom. This theory would be more like the classical theory of all partial functions.

3.2 Primitive Unsolvability

We may also approach some of the results of recursion theory directly without reference to enumerations. For example, the undecidability of the halting problem for terms in \( \overline{\text{int}} \) may be proven inside the Nuprl partial type theory.

**Theorem 3 (undecidability)**

\[-(\forall t: \overline{\text{int}}. (t \in! \text{ int}) \lor -(t \in! \text{ int}))^8\]

If the symbols are given their computational meanings, this statement means that there is no algorithm that can decide whether a term in type \( \overline{\text{int}} \) halts.

**Proof.** Assume that we could prove the body, i.e.

\[ \uparrow \downarrow (\forall t: \overline{\text{int}}. (t \in! \text{ int}) \lor -(t \in! \text{ int})) \]

Consider the function

\[ f \equiv \text{fix}(q. x. \text{decide}(\uparrow (q(\_)); a. \perp; b. 1))^9 \]

\[ f \in \text{int} \rightarrow \overline{\text{int}} \text{ follows because the result of the decide is either } \perp \text{ or } 1. \]

By application of \( f \) to any integer (say 2) and computing, we have

\[ f(2) = \text{decide}(\uparrow (f(2)); x. \perp; y. 1) \text{ in } \overline{\text{int}} \]

we know by hypothesis that

\[ \uparrow (f(2)) \text{ in } (f(2) \in! \text{ int}) \lor -(f(2) \in! \text{ int}) \]

and can show that each case of this disjunction yields a contradiction.

**case** \( f(2) \in! \text{ int} \): computing the decide term then gives \( f(2) = \perp \) in \( \text{int} \); this contradicts the fact that \( f(2) \) terminates.

**case** \( -(f(2) \in! \text{ int}) \): computing the decide term then gives \( f(2) = 1 \) in \( \overline{\text{int}} \); this contradicts the fact that \( f(2) \) diverges.
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\[ ^8 \text{ A is represented as } A \rightarrow \text{void, and } \forall x: A \rightarrow B \text{ is represented as } x: A \rightarrow B \text{ in Nuprl}\]

\[ ^9 \text{ decide is the name of the decision procedure for disjoint unions; if } \uparrow (q(\_)) \text{ inhabits the left half of the union (meaning } t \text{ terminates), the decide term evaluates to } \perp \text{ in the other case it evaluates to } 1. \]


